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Mixed problem in a multidimensional domain for the
Lavrent’ev-Bitsadze equation

Serik A. Aldashev

Institute of Mathematics and Mathematical Modeling, Almaty, Kazakhstan
e-mail: aldash51@mail.ru

Communicated by: Makhmud Sadybekov

Received: 13.03.2019 * Accepted/Published Online: 30.09.2019 * Final Version: 30.09.2019

Abstract. In this paper, unique solvability is shown and an explicit representation of the classical
solution of a mixed problem in a multidimensional domain for the Lavrent'ev-Bitsadze equation is ob-
tained. Multidimensional hyperbolic-parabolic equations describe important physical, astronomical, and
geometric processes. It is known that the oscillations of elastic membranes in space according to the
Hamilton principle can be modeled by a multi-dimensional wave equation. Assuming that in the position
of the membrane is in equilibrium, from the Hamilton principle we also obtain the Laplace equation.
Consequently, the oscillation of elastic membranes in space can be modeled as a multidimensional
Lavrent’ev-Bitsadze equation. When studying these applications, it is necessary to obtain an explicit
representation of the solution of the boundary value problems under study. In the paper the unique solv-
ability and the explicit representation of the classical solution of a mixed problem in a multidimensional
domain for the Lavrent’ev-Bitsadze equation are obtained.

Keywords. Multidimensional domain, mixed problem, unique solvability, spherical functions, orthogo-

nality.

1 Introduction

It is known that vibrations of elastic membranes in space are modeled by partial dif-
ferential equations. If the membrane deflection is considered as function wu(z,t), = =
(z1,...,Tm), m > 2, then by the Hamilton principle we arrive at a multidimensional wave
equation.

Assuming that the membrane is in equilibrium in the bending position, Hamilton’s prin-
ciple also yields the multi-dimensional Laplace equation.

Consequently, oscillations of elastic membranes in space can be modeled as a multidi-
mensional Lavrent’ev-Bitsadze equation. A mixed problem in the cylindrical domain for

2010 Mathematics Subject Classification: 35R12.

Funding: This work was supported by grant AP 085134615 of the Ministry of Education and Science of
the Republic of Kazakhstan.

© 2019 Kazakh Mathematical Journal. All right reserved.



Mixed problem in a multidimensional domain ... 7

multidimensional hyperbolic equations in the space of generalized functions has been well
studied [1], [2]. In [3], the correctness of this problem was proved and an explicit form of the
classical solution was obtained. In this paper, we show the unique solvability and obtain an
explicit representation of the classical solution of the mixed problem in the multidimensional
domain for the Lavrent’ev-Bitsadze equation.

2 Statement of the problem and results

Let €, be the finite domain of the Euclidean space E,,11 of points (z1, ..., Ty, t), bounded
by t > 0 by spherical surface o : r2 4+t = 1, by cylinder t < 0 ', = {(z,t) : |z| = 1} and the
plane t = o < 0, where |z| is the length of the vector x = (z1, ..., ;). Denote by Q1 and
parts of the domain €2, lying in the half-spaces t > 0 and t < 0, respectively; by o, denote
the lower base of the domain €.

Further, let S be the common part of the boundaries of the domains Q" and Q, repre-
senting the set {t =0, 0 < |z| < 1} in E,.
In the domain 2, consider the multidimensional Lavrent’ev-Bitsadze equation
(sgnt)Ayu + uy = 0, (1)

where A, is Laplace operator over the variables x1, ..., 2y, m > 2.
In the future, it is convenient for us to move from Cartesian coordinates x1, ..., Ty, t to
spherical 7,01, ...,0p,—1,t, 7 >0,0<0; <2m, 0<6; <m, i=2,3,....m—1,0 = (01, ...,01—1).

Problem 1. Find a solution to the equation (1) in the domain Q, at t # 0 from the class
C(Qa) NCHQ) NC?HOQT UQY), satisfying boundary conditions
u|g = (p(T, 0)’ (2)

ulpa :w(rv 0)7 (3)

wherein ¢(1,6) = (0, 6).
Let {Y,fm(ﬁ)} be the system of linearly independent spherical n-th order functions, 1 <
k< kn, (m—2)nlk, = (n+m —3)!(2n+m — 2), let W(S) be Sobolev space, | =0, 1,....
The following lemma holds ([4, p. 142-144])

Lemma 1. Let f(r,0) € Wi(S). If | > m — 1, then the series

oo  kn

Fr0) =33 fi(r)Yin(0), (4)

n=0 k=1

as well as the series derived from it by the differentiation of order p <l —m + 1, converge
absolutely and uniformly.

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 6-13



8 Serik A. Aldashev

Lemma 2. In order to f(r,0) € W(S), it is necessary and sufficient that the coefficients of
the series (4) satisfy inequalities

0o kn

) < e, S5 w2 AR < ez, er, 0 = const.

n=1k=1

By @k (r), ¥k (t), 7%(r) we denote the coefficients of the expansion series (4), of functions
o(r,0),1¥(t, 8), 7(r,0), respectively.

Let o(r,0) € Wi(S), ¥(r,0) € Wi(Ty), I > 3.

Then the following theorem is true.
Theorem. Problem 1 is uniquely solvable.

Proof of the theorem. In spherical coordinates the equation (1) in the domain Q* has the
form

m—1 1
Upy + Up — —2(5u + U = 0, (5)
r r
s 1 9 ]
=— — [ sin™ 7y, ) =1,¢g; = (Sin91...sin9-_1)2, j>1.
jzzjl g;sin™ 19, 96; < ]89 I I
It is known ([5, p. 239]) that the spectrum of the operator J consists of eigenvalues
A =n(n+m—2), n=0,1,..., each of which corresponds to k,, orthonormal eigenfunctions
Yo (0).

Since the desired solution of the Problem 1 in the domain Q% belongs to the class C(Q7)N
C%(Q71), then it can be represented as

oo kn

u(r, 6,t) ZZU TtYk ), (6)

n=0 k=1

where @ (r,t) are functions to be defined.

Substituting (6) into (5), using the orthogonality of spherical functions Yf’m(ﬁ) ([5, p.
241]), we will have

-1 A
ak |+ mr at +at, - Sat =0,k=1,k,, n=0,1,.., (7)

at the same time, the boundary condition (2), taking into account Lemma 1, can be repre-
sented in the form

(V1 —1r2) =@ (r), k=1,kn,n=0,1,...,0<r < 1. (8)

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 6-13



Mixed problem in a multidimensional domain ... 9

In (7), (8) replacing @k (r,t) = rl_Tmufl(r, t), and then using r = pcosp, t = psing, p >
0,0 < <, we will get

1 1 A
k k k n k
Uppp T ;vnp + ﬁvnww + 7p2 o govn =0, (9)
vh(1,0) = gh(9), (10)

o [(m —1)(3 —m) — 4\,]
) - m—1)(3—m)— 4\,
v,’i(p, ) = uf;(pcosw, psing), \, =

(m=1)

9n(p) = (cosp) 7 gp(cosp).
The solution to the problem (9), (10) will be sought in the form
Un(p, @) = R(p)o(p). (11)
Substituting (11) into (9), we will have

p*Ryp + pR, — pR = 0, (12)

bpp + (10 + ) =0, p= const. (13)

n
cos? p

If the solution of the Euler equation (12) is sought in the form R(p) = p®, 0 < s = const,
then we get 52 = p.

Next, we write equation (13) as follows

11— 1)

(m —3)
cos? ¢ '

2

¢gw:|: —52]¢,l:—n—

In equations (14), making the replacement ¢ = sin? ¢, we come to the equation
1
§€ = Dgee + [(B+7+1)E 5| ge + 619 =0, (15)

_ole) ,_ (+s) (U-9)
g(&)—coslgp,ﬁ— 5 T

The general solution of the equation (15) is represented by the formula ([6, p. 423]):

9s(§) = c1sF (@ %é;é) + cos/EF <ﬁ+ % v+ % g; > , (16)

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 6-13



10 Serik A. Aldashev

which is periodic by ¢, if s = 0,1, ..., where c15, cos are arbitrary independent constants, and
F(B, v, a; &) is Gaussian hypergeometric function. Thus, from (11), (16) it follows that the
general solution of the equation (9) is written as

oo
1 . _ 1 13 .
ur(p, )=y p° cos’ 90[615F (B, ¥, 5isin’ 30> +egssin pF <B+ 37+ 5 sin? @)} . (17)
s=0

Since |uf (p, g) | < oo, then from (17) we will have

1 1 13
ClsF </85 v 251> +CQSF (5‘*‘2774‘2,2,1) :05

or
2I'(1 — B)I'(1 —
S ((E.) "
r(--8)r(=-
-9z )
where I'(z) is the gamma function.
Substituting (18) into (17) we get
- 1
vk (p, ©) = erap® cosl [F <57 Y, 5isin? w)
s=0
2I'(1 — ) (1 — 1 1 3
— (1= /(L —7) sinpF (B4 =, v+ =, =;sinp ) | . (19)
1 1 2 2°2

It is known ([7, p. 393]), that the system of functions {%, cos2syp, sin2sp, s = 1,2,...} is
full, orthogonal to C([0, 7]), hence is closed.

It follows that the function g¥(p) € C([0, 71]) can be represented in the form of the series

oo
gn(@) = ag, + Y _(af, cos2sp + b, sin 2s00), (20)
s=1
where | g L
U = 5= / gn(¢)dp, al, = = / 9n(p) cos 2spdyp,
T Jo T Jo
(21)
k L[ .
bsn = = gn(p)sin2spdp, s =1,2, ...
0

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 6-13



Mixed problem in a multidimensional domain ... 11

Further, assuming that the function (19) satisfies (10), taking into account the expansion
(20) and assuming ¢ = 0, we will get
cis=al,, s=0,1,... (22)

Thus, from (6), (19), (22) it follows that the solution of the problem (5), (8) in the domain
Q7 is the function

(m=3)
1

00
Z alsc’nr2—m—n(7.2 +t2)%+%+

s _n, 3-m_s 1 ¢
0" T4 T2 2 T2 Ty aaye
3 3
or (142 4™m =2 _S\p(p4pm=2 8 (23)
2" 1 2 o T4 T2) L
— t(re+1t°)"2
Pl m=3 s\ (L n m-3 s
2 2 4 T2) 22T T T
n 5—m n 5—m 3 t
Fl=-= e o s o e k
x ( 2t +2 Ty T Y r2+t2>} mm(9)

From (23) at t — +0 we will have

oo kn
a-m)
u(r,0,0) = 7(r,0) Zzz%n s+ nm(@) (24)
n=0 k=1 s=p
oo kn (tm)
W0.0) = v0) = 23733 b
n=0 k=1 s=p
-3 3
r<1+g+m4_;)r(1+2+m4+5)
X Yk (25)

T 1+n+m73 s r 1+n+m73+s "’m(e)’
2 2 4 2

where p > "t a]s“,n are determined from (21).

It is known that if g¥(p) € C?((0, 7)), then the estimate ([8, p. 457])

’as,n| < s‘f%’ q=0,1,..., as well as the formulas (]9, p. 71, p. 62])

df F( b ) _ (a)q(b)qF

b .
7o 4 (a+4q,b+q ctg 2),

T(a+q) T(z+a) 1+i(a_5)(a_5—1)+0(z*2)

@We=—"T@  Texp ~° 2

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 6-13



12 Serik A. Aldashev

and the estimates ([4, p. 147])

O)] <econ® M G =T m—1 (26)

are valid.

From the embedding theorem ([5, p. 50]) it follows that Wi(S) c C4(S) N C(S), if
I>q+73.

From the above analysis and taking into account Lemma 2, as well as the bound-
ary condition o(r,0) € Wi(S), I > 37m7 we get that the solution (23) belongs to the
class u(r,0,t) € C(QY) N CLOQT U S) U C?(QF), and also from (24)—(26) it follows that
7(r,0), v(r,0) € Wi(S), 1 > 2.

Thus, taking into account the boundary conditions (3) and (24), (25) in Q2 we arrive to
the mixed problem for multidimensional wave equation

m—1 1
Upp + Uy — ﬁéu —ue =0 (27)
with the conditions
u{s =7(r,0), ut’s =v(r,0), u}ra =(t,0), (28)

which has the unique solution (3).
The theorem is proved.

Since in [3] the solution to the problem (27), (28) is derived explicitly, it is possible to
write the explicit representation of the solution for the Problem 1.
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Annames C.A. KOII OJIIHEM/I OBJIBICTA JIABPEHTBEB-BUITAJZISE TEH/IEVYI
YIIIH APAJIAC ECEII

MaHbI3AbI (PUBUKAIBIK, aCTPOHOMUSIIBIK, KOHE T€OMETPHUSIBIK, KYOBLILICTAD KOII OJIIIEMI
runepooJIaIbIK-11apab0IAIBIK, TeHIeYJIePMEH CUATTaATTAIaIbl. | AaMUIBTOH KAFUIaThl OOMBIHINA,
KaJIbIH MeMOpaHaHbIH, KEHICTIKTErl TepbesricTepi KOl eJIeM/ Il TOJKbIH TeHIeyiMeH CuraTTaia-
aoel. Erep ne memOpaHa KO3FaJIMaMTBIH THIHBIII KYiiIe JIel ecenTeceK, OHIA Tafbl j1a ['aMuib-
TOH KarmJaTbl OOMbIHITS Kol esmmemal Jlamrac teraeyine Kememi3. COHBIMEH, TBHIFBI3 MEM-
OpaHaHBIH KeHicTikTeri Tepbesy mporieci Kerr esmemai JlappenTbes-bunanze TeHaeyimMen cu-
narraiarad. 2Korapelga alTelraH KyOBLIBICTAPALl 3ePTTEreH e, KapaCThIpaThIH Te? ey VIIiH
IeTTIK ecenTepiH ailkKplH memimiaepi kepek Oosanbl. OCbl XKYMBICTa KOII OJIIEMl OOJIbI-
cra JlaBpenTnes-buraaze Tenaeyi yuria apasac ecenTis 6ipMOH/II MMM J9 e/ IeHreH
JKOHE OHBIH, KJIACCUKAJBIK, MEMMIHIH alKbIH TYPl KeJITipiireH.

Kinrrix ceznaep. Kem emmemi obJbIic, apajac ecer, OipMoHI MIENIiMIIK, cdepabik
byHKIUIIAP, OPTOTOHAJIIBLIBIK.

Anmames C.A. CMEIIAHHAS 3AJTAYA JIJId YPABHEHUS JIABPEHTHEBA-
BUIIAJI3E B MHOT'OMEPHOI OBJIACTU

Baxkubie puznieckue, acTpOHOMUYECKUE U T€OMETPUIECKUE SIBJIEHUsT OIIMCAHBI MHOTOMED-
HbeIMHU THHepboso-nmapaboandeckumu ypapuenusmu. [lo npunnuny [amuabrona koJiebaHmst
IUIOTHO# MeMOPaHBI B IIPOCTPAHCTBE OMUCHIBAIOTCS MHOTOMEPHBIM BOJIHOBBIM ypaBHeHueM. Ec-
Jin MeMOpaHa HAXOIUTCS B COCTOSTHUY ITOKOsI, OIISITh 2Ke 110 IPUHIUITY [ aMUIbTOHA TPUXOIAM
K MHOroMepHOMy ypasaenuio Jlammaca. Takum obpazom, mporecc KojiebaHus JIOTHON MeM-
OpaHbI B IIPOCTPAHCTBE OXapaKTEPU30BaH MHOTOMEPHBLIM ypaBHenueM JlaBpenrrhesa-burase.
[Ipu ucciieoBanny BBIINIEyKA3AHHBIX SBJIEHUN HEOOXOJIMMbI siIBHBIE PEIEHUS KPAEBbIX 3a/1a4
3TOro ypaBHeHusi. B 3Toi#l cTaThbe IoOKa3zaHa OJHO3HAYHAS PA3PENINMOCTh CMENIaHHOM 3a1adu
Juist ypasHenust JlappenTbeBa-Buiiaze B MHOroMepHoit 06J1acTu, a TaKzKe MOoJIyYeH SBHbII BUJT
ee KJIACCUYECKOTO PeIleHus.

KiroueBnie ciioBa. MuoromepHasti 00J1acTh, CMeIIaHHAs 3aJ1a9a, OJHO3HAYHAsT Pa3peru-
MOCTB, cheprdeckue QyHKIINH, OPTOrOHAJIBHOCTD.
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Abstract. A periodic problem for the system of fourth order partial differential equations with finite
time delay is investigated. By method of introduction of additional functions the problem reduces to
equivalent problem, consisting of a family of periodic problems for a system of ordinary differential
equations with finite delay and integral relations. The algorithm for finding approximate solutions of the
equivalent problem is constructed and its convergence is proved. The sufficient conditions of an unique
solvability to the periodic problem for the fourth order system of partial differential equations with finite

time delay are obtained.

Keywords. Periodic problem, system of fourth order partial differential equations with time delay,
family of periodic problems for the system of differential equations with finite delay, algorithm, unique
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1 Introduction

In this paper, we study the following periodic problem for the system of fourth order
partial differential equations with time delay in the domain Q; = [—7,T] x [0, w]:

0*ul(t, x Bult, x Pu(t — 7,z
815('(9:1:3) = Alto) 0(933 Lt () (8m3 )
3U X 2u X
+80,0) 28D | 01,0 0Dy Dl syt )+ 70,0), (1) € 0,7)x 0,6, (1)
3U zZ, T 3’LL x
9 8(3;?: ) — diag[ia 8(9?3, )} cp(2), z € [-1,0], z € [0,w], (2)
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Pu(0,z)  Pu(T,x)

B3 53 0 L€ [0, w], (3)
u X 2U €T
at,0) = po), 20D i, TUED| —), velnT), )

where u(t, x) = col(uq (t, ), us(t, ), ..., un(t, z)) is unknown function, (nxn)-matrices A(t, x),
Ao(t,z), B(t,z), C(t,x), D(t,z) and n-vector function f(¢,x) are continuous in Q = [0, 7] x
[0, w], n-vector function ¢(t) is continuously differentiable and given in the initial set [—7, 0]
such that ¢;(0) =1, 7= 1,n, 7 > 0 is a constant delay, n-vector functions (), ¥1(t), ¥2(t)
are continuously differentiable in [—7,T]. The compatibility conditions are valid: ;(0) =
Gi(T), i =0,1,2.

Let

C (27, R") be the space of continuous in €, vector functions wu(t,z) with the norm

lullo = max [|u(t, 2)|], |[u(t,z)|| = max |u;(t, z)|;
t,x)EQ, _

) =

,n

C([0,w], R™) be the space of continuous in [0,w] vector functions ¢(z) with the norm

llello,r = max [|p(z)]];
z€[0,w]

CY([~7,T], R™) be the space of continuously differentiable in [—7, T] vector functions ) (t)
with the norm

19ll10 = max( max (o), max_|i0)]]);

te[—7,T] 7156[—7',T]
Qo ={(t,x):t=0,0 <z <w}.

t
The function u(t,xz) € C(92-, R"™), that has partial derivatives auéa;x) e C(Q;R"),

O?u(t,z) o OBult,x) . Ou(t, ) o O%u(t, )

o2 € C(;?;T’(R ))7 e = C(QaTA;R( )a) ot € C(Q:-\Qo, R"), T otor
n u(t,x n u(t,x . .

C(2:\Qo, R"), o2 © C(2:\Qo, R"), a1 © C(2:\Qp, R") is called a classical

solution to the periodic problem (1)-(4) if it satisfies the system (1) for all (¢,x) € Q, the
condition (2) in the initial set [—7,0] and the boundary conditions (3), (4).

As well-known, various problems of population dynamics, mathematical biology, ecology,
management of technical systems, the problem of physics, variational problems related to
the regulatory process, the optimal control problem with delay systems, etc. leads to the
boundary value problems for differential equations with time delay [1]-[18]. Periodic and
nonlocal problems for the partial differential equations with time delay arise of mathematical
modeling of numerous processes in biology, physics, chemistry, mechanics in [2], [3], [5], [6],
[12], [13], [17], [19]. To investigate the questions of solvability of these classes of problems
there have been applied the methods of the qualitative theory of differential equations and the
theory of oscillations, the Riemann’s method, the numerical-analytical method, the method
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16 Anar T. Assanova, Narkesh B. Iskakova, Nurgul T. Orumbayeva

of monotone iteration, asymptotic methods, the method of upper and lower solutions and
others. Nevertheless, the problem of finding effective features of a unique solvability of
periodic problems for the higher order system of partial differential equations with time
delay still holds actual today.

The goal of this paper is to establish conditions for the existence and the uniqueness of
the classical solution to the system of fourth order partial differential equations with finite
time delay.

2 Reduction to equivalent family of periodic problems for the system of ordi-
nary differential equations with finite delay and integral relations

In this section, we reduce the original problem (1)—(4) to the family of periodic problems
for the system of ordinary differential equations with finite delay and integral relations by

method of introduction of additional functions [19].

3 2
0 US;; x) 0 u(tZ, ZL‘)’ and

reduce the periodic problem for the system of fourth order partial differential equations with
time delay (1)—(4) to equivalent problem:

So, we introduce new unknown functions v(t,z) = and w(t,z) =

a”gt’ D) At )l x) + Aot 2)o(t — 7 2) + f(t2)
—i—B(t,a:)awg;’x) + C(t,z)w(t,x) + D(t, z)u(t,x), (t,x)€Q, (5)
v(z,x) = diag[v(0,2)] - ¢(z), z € [-T7,0], =€ [0,w], (6)
v(0,z) =v(T,z), z€0,w], (7)
wite) = valt) + [ oie. s, 0 = date)+ [F e ©)
a? T (z—¢)?
ulta) = in(®) + (02 + valt) gy + [ EE ule e ©)

Conditions (4) are included in integral relations (8) and (9). The function u(t, z) also satisfies
the following integral relation

ult,2) = vot) + drt)o + [ " — Eult, €)de. (10)

O3u(t, x) 0?u(t, x)
3 or?
A triple {v(t, z), w(t, z),u(t,z)} of functions is called a solution to the problem (5)—(9) if

the function v(¢,z) belonging to C'(§2;, R") has a continuous derivative with respect to ¢ in

0:\Qo and satisfies the one-parameter family of periodic problems for ordinary differential

Integral relations (9) and (10) are equivalent for v(t,z) = and w(t,x) =

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 14-21
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ow(t,x)
ot

equations with finite delay (5)-(7), where the functions w(t, z),
Ju(t, x)

and u(t,z) are

connected with v(¢,z) and by the integral relations (8), (9).

Let u*(t,xz) be a classical solution of the periodic problem (1)-(4). Then the triple

* * * * 83u*(t,x) * aQU*(tv‘T) w* (t,z)
{v*(t,x), w*(t,z),u*(t,z)}, where v*(t,x) = s v (t,x) = IR e =
Pur(t,x) | . . . _ _
“h2 s the solution to problem (4)—(9). Conversely, if a triple {v(t,z), w(t, z),u(t,x)}

x

is a solution to the problem (4)—(9), then u(t, z) determining by equality

T 332 T — 2
t,2) = vn(t)+a(Bia+ [ 2= e = vl +in@+a(t o+ [ gae

is the classical solution to the periodic problem (1)—(4).
For fixed w(t,x), du(t, )

solution to a one-parameter family of periodic problems for the system of ordinary differential
equations with finite delay.

and u(t,z) in the problem (4)—(7) it is necessary to find a

3 Algorithm and unique solvability of the periodic problem (1)—(4)

Hereby, the problem (1)—(4) reduces to equivalent problem, consisting of a family of peri-
odic problems for the system of differential equations with finite delay and integral relations.

(%gft, 33), then from (8), (9) we find w(t, z), ow(t, )

ot
8wg;,x)’ u(t, ), then from (5)—(7) we can find

Since v(t,z) and w(t,z), u(t,z) are unknown, to find a solution to

If we know v(t, z) and its derivative

and u(t,z). Conversely, if we know w(t, z),
ovu(t, )

v(t,z) and
the problem (5)—(9) we use the iterative method. A triple {v*(¢,z), w*(t,z),u*(t,x)} we
determine as a limit sequence of triples {v(k) (t,x),w(k) (t,x),w(k)(t, x)}, and k = 0,1,2, ...,
by the following algorithm:

ow(t,z)

ot

. 2 0 . . . 8'1)(0) (ta x)
Po(t) and u(t, ) = o(t) + 1 (t)x + Yo (t) %, we find v (¢, z) and its derivative a5

(0)
b) From integral relations (8) and (9) for v(t,z) = v(®(¢,z) and Oult,z) _ o (t,:v)’ we

ot ot
ow O (t, x)
ot

Step 0. a) Solving the family of periodic problems (5)—(7) for w(t,x) = (),

define w(O (¢, z), and u(O (t, x).

t
Step 1. a) Solving the family of periodic problems (5)—(7) for w(t, z) = w(O (¢, z), dut,z) =

ot
owO(t, x) v (¢, z)
ot )

and u(t,z) = u(t,2), we find vV (¢, z) and its derivative 5t

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 14-21
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ou(t,x)  owW(t,x)

b) From integral relations (8) and (9) for v(t,z) = v (¢,z) and 5t ETa

owW(t, )
ot

we

define wM (¢, z),
And so on.
Step k. a) Solving the family of periodic problems (5)—(7) for w(t,z) = w*V(t,z),

(k=1)
Qu(t, z) _ v ¢, 2) and u(t,r) = u*V(t,z), we find v¥)(t,z) and its derivative

and u(M (¢, z).

ot ot
vk (t, x)
ot
b) From integral relations (8) and (9) for v(t,z) = v (¢, z) and av(ai; z) = 8,0(]6;5}’%), we
owk) (¢, x)

define w (t, z), and vV (t,x), k=1,2,....

The method of introduction of additional functions divides the process of finding unknown
functions into two parts: 1) From the family of periodic problems for ordinary differential
equations with time delay (5), (6), (7) we find the unknown function v(¢, ) (and its derivative
ov(t, ) ow(t, x)
ot

). 2) From the integral relations (8) and (9) we find the functions w(t, z),
and u(t,x).

Consider the following family of periodic problems for the system of ordinary differential
equations with finite delay:

a“gt’ D) _ At a)olt,a) + Aolt,)o(t — 7a) + glt,a), (ha) €, veR', (1)
v(z,2) = diag[v(0,2)] - ¢(2), z € [-7,0], z € [0,w], (12)
v(0,z) =v(T,x), z € [0,w], (13)

where n-vector function g(¢,x) is continuous in 2.

Continuous function v : 2, — R™ that has a continuous derivative with respect to ¢ in
Q:\Q is called a solution to the family of periodic problems with finite delay (11)—(13) if
it satisfies the system (10) for all (¢,z) € Q and has the values v(0, ), v(T,x) on the lines
t =0, t =T and the equalities (12), (13) are valid for all x € [0, w], respectively.

For fixed z € [0,w] the problem (11)—(13) is a linear periodic problem for the system of
ordinary differential equations with finite delay [1], [4], [6]-[8], [10], [11], [14]-[16]. Suppose
that a variable z is changed in [0,w]; then we obtain the family of periodic problems for
ordinary differential equations with finite delay.

Now we state the main theorem of realization and convergence of the proposed algorithm.
This assertion also provides sufficient conditions for the unique solvability of the periodic
problem (1)—(4).
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Theorem 1. Let

i) (n xn)-matrices A(t,x), Ao(t,z), B(t,z), C(t,z), D(t,z) and n-vector function f(t,x)
be continuous in €;

ii) n-vector function p(t) be continuously differentiable and given in the initial set [—T,0]
such that p;(0) =1, 1 =1,n, 7 > 0 is a constant delay;

i11) n-vector functions o(t), ¥1(t), ¥a(t) be continuously differentiable in [—7,T]|. The
compatibility conditions are valid: 1;(0) = ;(T), i =0,1,2;

i) the family of periodic problems for the system of ordinary differential equations with
time delay (11)-(13) be uniquely solvable for any g(t,z) € Q.

Then periodic problem for the system of fourth order partial differential equations with
time delay has the unique classical solution.

The proof of the theorem is carried out according to the scheme of algorithm proposed
above.

The main condition for the unique solvability of the problem (1)—(4) is the unique solv-
ability of the auxiliary family of periodic problems (11)—(13). In [20] for investigation of the
family of periodic problems for the system of ordinary differential equations with finite delay
(11)—(13) we applied the parametrization method [21]. The sufficient and necessary condi-
tions of the unique solvability of the family of periodic problems for the system of ordinary
differential equations with finite delay (11)—(13) are established in the terms of initial data.
In [19] the periodic problem for the system of hyperbolic equations of the second order with
finite time delay is investigated. The considered problem is also reduced to the equivalent
problem, consisting of the family of periodic problems for the system of ordinary differential
equations with finite delay and integral equations, by method of introduction of new func-
tions. Relationship between of the periodic problem for the system of hyperbolic equations
with finite time delay and the family of periodic problems for the system of ordinary differen-
tial equations with finite delay is established. Algorithms for finding approximate solutions of
the equivalent problem are constructed and their convergence is proved. Based on the results
in [20], criteria of well-posedness of periodic problem for the system of hyperbolic equations
with finite time delay are obtained.
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Acanosa A.T., Uckaxkosa H.B., Opym6aesa H.T. YAKBIT BOWBIHIIIA KEMIITYJII
TOPTIHILI PETTI AEPBEC TYbIHABI/IBI ANOOEPEHIIMAJIABIK TEHIEYJIEP
JKYVECI YIHIIH IIEPMO/JTH ECENTIH HIEIIIJIIMIIIITT

YakpIT O60HbIHITA aKbIPJIbI Kemliryi 6ap Teprinmn perTi jgepbec TybHIBLIBL tuddepeHiu-
aJIJBIK, TEHJIeysep 2Kyiieci yImin mepuoATsl ecen 3epTreseli. KapacThIpbLIbIl OTHIPFAH ecell
aKBIPJIbI KeImryi 0ap Kol audpdepeHInaigblK, TeHaeyaep XKyieci YIIH IepuoaThl ecenrep
OyJIeTIHEH YKOHE UHTErPAJIIbIK KATHIHACTAPIAH TYPATHIH Iapa-ap eCernKe KOChIMINA PyHKITU-
sutap eHrizy ogici apkbLibl Kearipizeni. [lapa-map ecenTiH KybIK MIEMIiMIH Taby aaropuTMi
TYPFBI3BIIAJIBI YKOHE OHBIH, *KUHAKTBUILIFLL JTOJIEIIeHE . YaKbIT OOWBIHINA aKbIPJIbI KEITryi
Gap Tepriuii peTTi gepbec TybIHABLIB AuddepeHITNAIBIK, TEHIEYIep Kyiec YITiH MIepuoIThl
ecenTiH, OipMOH/II IIETIMILIITIHIH )KeTKIJTIKTI apTTapbl aJbIHFaH.

Kinrrix ceznep. IlepuonTsl ecerr, yakbIT OONBIHINA aKbIPJIbI KEIIryi 6ap TepTinir perTi
nepbec TybIHABLIBI AuddepeHIuaIbIK, TeHAeYIep Kyiieci, akbIpJibl Kemiryi 6ap »Koif mud-
depeHIaIIbIK, TeHICYIep Kyheci YIITiH MepUoAThl eCerTep dYyJIeTi, aJropuTM, OIpMOH/ TI1e-
IILTIMTLTIK.

AcanoBa A.T., NckakoBa H.B., Opymbaesa H.T. PASPEIIIMMOCTb INEPUOJJINYE-
CKOI 3AJIAYN ]I CUCTEMBI JNOPEPEHIIMAJIBHBIX YPABHEHII B YACT-
HBIX TTPOM3BOJIHBIX YETBEPTOI'O ITOPAIKA C 3AITA3/IBIBAHUEM 11O BPE-
MEHU

Wccnenyercst mepuoanveckas 3ajada JIjisi CUCTeMbl JuddepeHnuaJbHbIX ypPaBHEHU B
YJaCTHBIX IIPOU3BOJHBIX Y€TBEPTOI'O IIOPAIKa C 3alla3JbIBaAaHNEM II0 BPEMEHH. PaCCManHBae-
Masl 38/1a9a METOIOM BBEJICHUsI JOIOJHUTEIbHBIX (DYHKIMI CBeleHa K 9KBUBAJIEHTHO 3a1a4e,
COCTOSIITEN U3 ceMelCTBa MePUOANIECKUX 3a0a4 JJIsT CUCTeMbI OOBIKHOBEHHBIX I depeHIu-
AJIbHBIX YPaBHEHHUI € KOHEYHBIM 3ala3/IblBAHHEM W HHTErpajbHBIX cooTHoImeHuit. IlocTpo-
€H aJITOPUTM HaXO2KICHU A HpI/I6JII/I}KeHHbIX peLHeHI/IIU/I SKBUBAJIEHTHON 3aJladl U JOKa3aHa €ro
CXOUMOCTD. ToTy9ueHbl JOCTaTOIHbIE YC/IOBASA OMHO3HAYHON PaspemmMOCTd TePUOITIECKON
3aJ1a9u I cucTeMbl TuddepeHITnaabHbIX YPABHEHN B YACTHBIX ITPOU3BOIHBIX UETBEPTOTO
TIOPSIZIKA € 3aITa3/bIBAHNEM 110 BPEMEHH.

Kurouesnie cioa. llepuomuieckas 3amada, cucrema juddepeHInaIbHbIX YPABHEHUN B
YaCTHBIX TPOU3BO/IHBIX YETBEPTOrO MOPSJIKA C 3aIa3/IbIBAHNEM 110 BPEMEHU, CEMENCTBO Iepu-
OJIMYECKUX 33144 JJIst CUCTEMbI OOBIKHOBEHHBIX M@ EPEHITNATBHBIX YPABHEHNN ¢ KOHETHBIM
3alla3/IbIBAHUEM, AJITOPUTM, OJITHO3HAYHAS PA3PENNMOCTb.
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Abstract. Let (p; : i < w) and (g : © < w) be two sequences of complete non-isolated types in a small
theory, such that for every natural number n there is a model which realizes the first n p;'s and omits
the first n ¢;'s. In the article, we investigate the question of possibility of simultaneuos realizing the
family (p; : i < w) and omitting the family (g; : i < w). We give a criterion characterizing omission of

a countable set of types in an incomplete theory.

Keywords. Small theory, countable model, omitting types, prime model over a finite tuple, non-complete
theory.

1 Introduction

A complete countable theory T is small if for every natural number n € w the set of all
n-types over () is countable, that is || J S, (T)| = w. We say that a complete countable theory
T has a few number of countable models, if the number of countable non-isomorphic models
I(T,w) is less than 2% It is well known that a theory with a few number of countable models
is small.

Notice that for every countable model 9t := (M, ¥) of a small theory T, for every finite
set A C M, the set of all 1-types over A is at most countable (]S1(A)| < w) and there is
a countable saturated model 9 = (N, %) (9 < MN). Throughout the paper N stands for a
countable saturated model of a small theory.

Let P := (pp(xy) : n € w) and Q := (gn(yn) : n € w) be two sequences of non-isolated
complete types over an empty set in a small theory T of a signature > such that for every
natural number n € w there is a model 9, of T such that for each i < n, 9, realizes p; and
omits ¢;. We can assume that the models 91, are pairwise non-isomorphic. Otherwise there
is no subject for the next question.
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On a criterion for omissibility of a countable set of types in an incomplete theory 23

Does there exist a countable model 90t of T', such that it realizes each type from P and
omits each type from Q7

In this article we present the necessary and sufficient condition for the existence of such
a model, but this is not a complete answer to the question.

2 Criterion characterizing the omission of a countable set of types in an in-
complete theory

Each type ¢;(y;) can be represented as a strictly decreasing sequences of formulas {H; y, :
m € w} such that T'F Vy;(H; m+1(yi) — Him(yi)) and for each ¢(y;) € ¢i(y;) there exists m
such that T+ Yy;(H;m(yi) — ¢(yi)). This is possible because for every i € w a type ¢; is
non-isolated and countable.

Let Ty be a logical closure of T'U |J pn(&,) in the signature X(C) := X U {¢, : n € w}.

necw
Denote by Tj,,, a logical closure of Top U |J p(¢;) in the signature X(Cy,) := X U {¢; : j < n}.
Jj<n
Then from the Deduction Theorem and the axiom of V-introduction for Calculus of Predicates
the next lemma follows.

Lemma 1. For any i,n,m € w and for any formula ¢(y;, c1,ca, ..., cn) of signature X(Cy,) if
To B Vyi(o(yis c1,¢2, ooy cn) = Hign(y3)), then Topn & Vyi(o(yi, c1, c2, oy cn) = Him(vi)-

Proof. It follows from finitary character of logical deducibility (provability) that for some
3(€1,€2y eeuy Cry Cpg 1y vy Crp)-formula O(cq, ..., Cny g1y -vy Cnrk) € Tp the following holds:

To,n U{O(C1, oy Cny Crg1s ooy Cngle) VUi (0(Yis €1, €25 ooy €)= Hin (1))
Then by the Deduction Theorem [1]

Tgm [ @(Cl, ey Cry Cpd 1y oeey Cn+k) — Vyi(qﬁ(yi,cl, CQy ey Cn) — Hi,m(yi)),

and

Ton F=0(c1, .oy Cny Cng1s oo Cnke) V VYi(D(Yi, €1, €2, ooos en) = Him (i)

By V-introduction [1] we have

Ton V21, . z5[7O(ct, oy ey 215 -y 26) V VY (0(Yi, €1, €2, oo ) = Hi (1)),
then we apply the law Va(P(z) V A) < (VxP(z)) V A provided that x is not free in A

Ton E V21, . 25201, ooy ey 21,5 -y 26)] V VY (043, €1, €2, -y ) — Hin (9i))-

Then by the standard laws of equivalence of First-Order Logic we have

Ton 321, .., 20(c1, oy Oy 215 oo, 21) = YYi(D(yi, €1, €2, oo en) = Him (i) (1)
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24 Bektur Baizhanov, Olzhas Umbetbayev, Tatyana Zambarnaya

Again by the Deduction Theorem
To,n U {321, ..., 2O(C1, ooy ey 215 s 26) } VUi (D(Yis €15 €2, oy ) = Hi (14))- (2)
Since O(c1, ...y Cny Cpt1y oy Cntk) € To we conclude
321, ..., 2,0(c1, s Cny 215 oy 28) € T (3)
Indeed, Th F O(c1,y oy Cry Crgly ooy Cntk ). 1t means

TU U plej)FO(cty o, CnyCrgts oo Crtk)-
i<n+k

From finitary character of provability it follows that TU U p(c;) U{ A  Kj(¢)} +
i<n n+1<j<n+k
O(ct, ...y Cny Cngl,s ooy Cntk), Where Kj(cj) € p(cj). So, by the Deduction Theorem we obtain

TU Up(c) F AN Kj(cj) = O(ct, e, Cny Cng1y ooy Crtk) -
i<n n+1<j<n+k

Then by V-introduction we have
TU | Jplej) Vo, ¥zl )\ Er(z) = O(ct, oy en, 21, s 20)]. (4)
Jj<n 1<r<k
Since for any r (1 <r <k) K,(z) € pptr(2r) the formula
321, ey 2 /\ K,(zr) belongs to the theory T. (5)
1<r<k

And by (4) and (5) we have (3). Thus by (2) and (3) we have

Ton F Yyi(d(yi, c1, 25 ooy ) = Him (y4)).

O
Let ¢(yi,¢,) be a formula such that for every H;,,(yi;) € ¢; the following holds: Ty F
Vyi(é(yi, En) — Him(yi)), that is the type ¢; is deduced from the formula ¢(y;, é,). Then by
Lemma 1 we have that Tp ., ¢(yi, ) & qi(yi). Since Ty, C Toptk, then Tp,, has infinitely
many models of T' omitting ¢;, To, U {—3yid(yi, )} is consistent and consequently, Ty U
{=3yié(yi, )} is consistent. Moreover, for any k € w such that i < n+ k, we have M, =
=39 (Yi, Cn)-
Let T be a logical closure of the following set:
To U {—3y:i0(yi, Cn) : &(yi, &) is a formula of X(C) such that Ji € w, Ty b d(yi, cn) — ¢i(yi)}-

We notice that T} is consistent, because any finite subset of 77 has an infinite number of
models of ¥(C},) for suitable n € w. Suppose 17 is not complete. Denote by T1

To,n U {—3yi¢(yi, ¢n) formula of 3(Cy,) : 3i € w, Ty = (i, n) — qi(yi) }-

For every n,i € w we consider the following set of one-X(C), )-formulas
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L o= {éi, &) : 3yi(9(yi, En)) € Thn and Tt U {Vy;(S(yi, &) —
H; m(yi))} is consistent for each m € w}.

We enumerate formulas in I';, ; in some way. For each n,,l,m € w we denote for [-th formula
from I',, ; the next ¥(C),)-sentence:

Sn,i,l,m(én) = vyz((bl(yz; En) — Hz,m(yz))

It follows from the definition of H;,, that for any n,i,l € w, if I';,; # ) and [ < |y, ;| the
following is true, T VZ(Sp i 1.m+1(2) = Sniim(Z)) and consequently, T'F VZ(=S), i1.m(Z) =
~Snitm+1(2))-

Lemma 2. Let T}, be a complete consistent extension of Th,, of the same signature and let
i € w. Then every model of T} realizes q; if and only if Ty ;i # 0 and for some | < |I');l,
Tl,n U {Sn,i,l,m(én) tm e w} - TT/L.

Proof. Since T is a complete small theory, every complete extension 7}, containing 71, in
¥(Cy) is a small theory, too. Let M(¢) be a prime model of T}, over ¢. Then because g; is
realized in M(¢) there is a € M such that a = ¢; and tp(a/c) is isolated. Consequently, there
is a one-X(Ch,)-formula ¢(y;, ¢) such that T}, = Vy;(é(ys, €n) = Him(ys)) for any m € w. This
means that I',,; # 0 and ¢(y;, ¢) = ¢(ys, ¢n) for some I < |T'y;|. Thus, T}, F Sy 1.m () and
by completeness of T;, we have that Sy, ;1m(¢n) € T}, for any m € w.

Sufficiency follows from the definition that any model of T/, contains a realization of the
type g;. U

Let p(z), q(y) € S(A) be two types over a subset A of some model of 7. We say that
the type p () is not almost orthogonal to the type q(7), p(Z) L q(y), if there is a formula
o(Z,y,a), a € A, such that for some (equivalently, for any) model 9t = T realizing p(z)
with A C M, for some (equivalently, for any) realization & € p(M), O # ¢ (&, M,a) C q(M).
Otherwise, the types are called to be almost orthogonal, p(Z) L% ¢().

Theorem 1. (Tarski-Vaught criterion) [2]. Let M and N be two L-structures, with M C N.
Then the following conditions are equivalent:

i) the structure M is an elementary substructure of N;

i1) for any formula (z,y) of the language £ and any a € M, if N = Jz Y(z,a), then
N = (d,a) for some d € M.

Fact 1. Let p(Z), q(y) € S(A) be two types over a subset A C N of a countable saturated
model M = T, such that p(Z) is isolated and q(y) is non-isolated. Then p(x) is almost
orthogonal to q(y): p(z) L% q(y).

Proof. Let us suppose that p /% ¢, then by definition for some realization & € p(N) there is a
formula ¢(Z, ) having the following property () = (M, &) C ¢(M). Since p(Z) is an isolated

KAZAKH MATHEMATICAL JOURNAL, 19:1 (2019) 22-30



26 Bektur Baizhanov, Olzhas Umbetbayev, Tatyana Zambarnaya

type, there is an isolating formula 6(z) for which p(M) = 6(M). Now let us consider the
following A-formula H(z) := Jy(0(Z) N(Z,7)). So, we have H(M) C q(M), that contradicts
q being non-isolated. O

The following fact is well known:

Fact 2. Let M = (M,X) be a countable model of a small theory T. Then for each formula
¥(Z,b), b € M, there is a subformula vo(Z,b) such that o(Z,b) determines an isolated type

over b.

Proof. Note that if the formula t(Z,b) has no subformulas defining an isolated type, then
every its subformula has the same property. Consider an arbitrary subformula 11 (Z,b) C
¥(z,b). Then the formula 1g(z,b) := 1 (Z,b) A ~b1(,b) is a proper subformula of v (z, b).
Therefore for every n and every finite sequence (71,72, ...,7,) of 0’s and 1’s we can choose
the following sequence of b-definable formulas: ¥, r, 5. (Z,b) C ... C ¥y 1, (Z,b) C s (Z,b).
The last means existence of an infinite 2-branching tree of b-formulas, that implies that T is
not small, for a contradiction. O

Fact 3. Let p(z), q(y) € S(A) be two types over a subset A C M of a countable model
M= (M,Y) of a small theory T and let q(y) be non-isolated. Then p(z) L% q(g) if and only
if for every realization 5 of the type p(T) every extension ¢'(§,7) of q(y) to a complete type
over (AU{#7}) is non-isolated.

Proof. Towards a contradiction, assume that the type ¢'(7, ¥) is isolated. Then there exists a
formula ¥ (y,a,7) € ¢'(y,7) with a € A, which isolates the type ¢'(7, 7). Since ¢'(7,7) D q(),
we have q(M) D ¢'(M,5) D ¥(M,a,7) # (. Therefore, by the definition, p(Z) £* q(y). This
is a contradiction.

Let every complete extension of the type ¢ over any realization of the type p be non-
isolated. We will obtain a contradiction by supposing that p(z) L ¢(y). From the last it
follows that there exists vy F p and an A-yp-formula ¢ (Z, %) such that (M, ¥y) C q(M). Then
by Fact 2 it follows that there exists an isolating subformula vy (M, 50) C ¥(M, ) C q(M).
Then for some isolated type ¢’ we have the following:

'(/JO(Ma '70) = q,(M7’70) - Q(M)7

which is a contradiction, since any extension of the type ¢ over any realization of p is a
non-isolated type. O

Fact 4. Let T be a small theory. Let g(jc,l;) be non-isolated, let tp(ed/b) J@ q(i,l;)_ and
tp(d/be) be isolated, then tp(c/b) L* q(Z,b). Equivalently, if q(z,b) is non-isolated, tp(c/b) L*
q(z,b) and tp(d/bc) is isolated, then tp(ed/b) L* q(Z,b).

Proof. If tp(é/l;)J:a q(Z,b), then every type q(z,b)C q’(j,_i), ¢) is non-isolated. By Fact 1,
tp(d/bc) L% ¢'(z,b,¢) for every ¢'(z,b,¢) extending q(Z,b). The last means that every
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q"(%,b,¢,d) extending ¢'(z,b,¢) will be non-isolated. We prove that tp(cd/b) 1% q(z,b).
Let us suppose that tp(éd/b) L q(Z,b). Then there is a formula 6(M, b, ¢,d) C q(M,b), and
by the Fact 2, 6(z, b, ¢, d) can be considered to be isolating for some isolated type ¢”(Z, b, ¢, d).
That is, ¢”(z,b,¢,d) is an isolated type, which contradicts the obtained condition that all
such types ¢” are non-isolated. O

Fact 5. Letb € M, let ¢ € N\M and let 1(Z,b,¢) defines an isolated type over be, ¢(z,7) €
D) :={p:p € S(T), p is realized in M}. Then the following holds: if q(N, byNnM = (),
then 1/}0(N7 b, E) - Q(N7 b) or ¢0<N7 b, E) N q(N7 b) = 0.

While formulating the fact, we used the condition of almost orthogonality in the following
sense: tp(c/b) L% q(Z,b) implies 1o(N,b,€) N gq(N,b) = (), provided that ¢(Z,b,¢) defines an

isolated type over bc.

Theorem 2. Let theory T' of the signature X(C) be a complete consistent extension of Ti.
Then there is a model of T' omitting all types from Q if and only if for everyn,i € w, I'y; =0
or for every I < |T'y ;| there exists m < w such that =Sy, ;1 m(¢n) € T".

Proof. Necessity follows from Lemma 2. Construction of a model is based on S.V. Sudopla-
tov’s construction in his theorem which states that every countable model of a small theory
can be represented as an increasing chain of prime models over some finite tuples [3].

Take a realization ¢; € p;(N). By Fact 3 any completion ro(z1,z2) of pi(x1) U pa(ze) is
non-isolated. Let co be a realization of ro(c1,22). Repeating this construction we obtain a
set C:={c1,¢2,..., CkyClky1--- }k<w consisting of exactly one realization of each type in P,
such that tp(cgii|er, ..., cx) = rrr1(c1, ..., Ck, Tr1) is non-isolated. Also, for each n < w let
¢, denote (c1,¢a,...,¢n), ¢; € C for any i < w.

Since T" is a complete theory in the signature X(C'), then 77 =T U |J r,(&,). Here, for

new
any n € w, J pj(¢;) C rn(én). Let T}, := T Ury(cy). Notice that 7" is not necessary
0<j<n

small, and at the same time for any n, the complete theory T is small. It is possible to
construct a countable model of theory T” as a submodel of an Ng-saturated model of T'. We
use Tarski-Vaught criterion in order to show that the constructed set M (&,) is a universe of
an elementary substructure of 91. On each step of the construction we fix a set of parameters
and promising to realize each satisfiable 1-formula over it. We come back to some set of
parameters and deal with another formula. So, the different sets of parameters are attacked
in parallel.

We construct an elementary chain € of prime models 9t(¢;) over tuples ¢;, i € w, such
that MM(€) = igwﬁﬁ(fi). We construct € inductively and at the step k, a finite sequence of

tuples ¢y, ..., ¢, is defined, and each such tuple connected to a finite set Xf, 0 <i<n,such
that the unions of these sets for all k with respect to a fixed ¢ define universes of models
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OM(c;). If the tuple ¢ is not defined before the step k, then the sets X! are supposed to be
empty for all [ < k.

Note that for every ¢; € Q, 7,(2,) L qi(y;), since for every n,i € w, either I',,; = () or
for every | < |T'y, ;| there exists m < w such that =Sy, ;1 m(¢n) € T".

Construction of M (€). We use the method described in [4] and [5].

Step 1. Let us consider the tuple ¢;. Denote by Wp the set of all ¢i-definable 1-formulas
of the theory T, ¥y = {¢}(x,c1) : i < w}. Choose a formula 9} (z,c;) € ¥; with the
smallest index i satisfying 0 = 3z} (2, ¢1). To satisfy the Tarski-Vaught property, we must
find a witness for ¥} (z,c1). Since T is small, there exists an isolated over c; subformula
1/12-17 1(x,c1) CY}(z,c1), which, in its turn, has an isolated subformula over {¢s}. Repeating this
procedure, we obtain a locally consistent infinite decreasing chain of isolated over parameters
formulas @Z)Z{j(m,éj): ..C winH(N, Cnt+1) C ¢i17n(N, én) C ... C wil(N, é2) C (N, c1). Take
a type gy defined by this chain. And since the model 91 is Ng-saturated, this type is realized
in 9 by some element, denote it by d;. Since for any ¢; € Q, m,(2n) L% ¢;(y;). Thus, for any
n < w, dj is isolated over ¢,. Let X1 = {c1,d1}.
Step 2. Choose a formula 1} (x,c;) € ¥; which has not been considered before and which
has the smallest index i satisfying 91 |= 3x1)} (x, ¢1). We find a realization dy by analogy with
dy. Since tp(dy/én) L% ¢;(yi, €n), then the element dy can be chosen to be isolated over the
set ¢,dy, for any n < w.

Now we take ¢2 and consider the set of all ({d;} U{¢2})-definable 1-formulas of the theory
Th, Wy = {¢?(x,d1,¢2) : i < w}. We choose the formula ¥?(z,d;,e) € Wy which has not
been considered previously and has the smallest index satisfying M = Jz?(z, dy, ¢2), and
find a realization d3 (existing since 91 is Np-saturated) of the following infinite decreasing
chain of isolated formulas wiz,j(x,dl,éj): .. C ¢§n+1(x,d1,én+1) - win(x,dl,én) C ..C
Y2(z,dy,¢). Note that, if tp(da/é,di) and tp(dy/é,) are isolated types, then tp(da/é,) is
isolated. Also, if tp(da/¢,d1) and tp(di/é,) are isolated types, then tp(dids/c,) is isolated
for any n > 2. So, d3 can be chosen to be isolated over the set ¢,dids, for any n < w. Let
X2 = X{ U{ds} and X3 = X{ U {c2,d3}.

By the end of the step k we will have the following sets:

— for all m, 1 <m < k, the sets D1 — {dl}, D2 E {dl,dg,dg}, D3 = {dl,dQ,...,dG},
D, :={dy,d>, ...,d (mi1)m } (it is possible that d; = d; for some i and j such that 1 <i < j <

2

W), the set of all ¢j-definable 1-formulas ¥y, and for all m, 2 < m < k, the sets of all
(Dpy—1 U Gy )-definable 1-formulas, W,,;

—for all m, 1 < m < k, the sets X{”,X;”_l, . ¢
Step k + 1. For each m, 1 < m < k, we find previously unused formula ¢ € ¥, of a
minimal index, the set of realizations of which in the model 91 is nonempty. Then we find
realizations d (x+1)x m of the corresponding infinite decreasing chains of isolated subformulas

of the formulas 21[);:”1 .
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Denote by Wj1; the set of all (Dy U ¢i41)-definable 1-formulas of the theory T} 4+1- And

find d(k+1)k+k+1 by the analogy with the construction above. Let Djyiq stand for the set
2

{d1,da, ..., d(k+1)k+k+1}. We can arrange that each new d; is isolated over ¢, and the d;’s for
2
j<i<n.
By the construction, the sets X; = U XF are the universes of prime models M(¢;) over

kew

tuples ¢;. Moreover, M(c;) < M(ciy,) and M(C) = [JM(c;). By Fact 4, tp(d/é,) L ¢ (yi,En)

because tp(d/c,) is isolated and every complete extension ¢'(y;,é,) of the type g over any
realization ¢, of the type p is non-isolated. In this way 9(€) omits @, since for each d €
M(C)\C we have at the same time that d € M(¢,) and tp(d/c,) L ¢'(yi, Tn)-

([l
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Baiizkanos B.C., YMmberdaes O.A., 3ambapuas T.C. TOJIbIK EMEC TEOPUAIATBI
TUIITEPIIH CAHAJIBIMIBI YKUBIHBIHBIH TYCIPIJIIMAITTHIH, BIP KPUTEPUNI
TYPAJIBI

(pi 11 < w) xoHe (g; : 1 < w) — MIAFbIH TEOPUSIHBIH OKIIAyJIaHOaraH TUITEPIHIH eKi yiiipi
6oJicbIH, MYHa opOip n yiriH, Oipinmi n Taja p; TUNTEPIH Ky3ere achIpaThiH 2KoHe Oipintii
n TajJ ¢; TUOTEPiH Tyciperin mMomesnb 6ap. Bys Makamaga ToJIbIK emec Teopusiia (p; @ i < w)
yiiipi »koHe (g; : ¢ < w) yilipi THITEpiH KaTap Tycipy KoHe )Ky3ere achlpy MyMKiHJIr Typa-
JIbI cypak 3eprresei. ToJbIK eMec TeOPUsIHbIH CaHAJIBIMIAbL >KIUbIH TUIITEPIiHIH TYCIplIiMIirin
CHTIATTAUTBIH KpuTepuit 6epinesmi.

Kinrrix cezznep. Illarbin Teopusi, CAaHAIBIMIBI MOJE/b, TUITEP/I TYCIPY, AKbIPFBI YKUBIH-
Jarbl KON MOJIeNTb, TOJILIK €éMeC TeOPHs.

Baiizkanos B.C., ¥YMber6aes O.A., Sambapuas T.C. Ob OJITHOM KPUTEPUNU OIIYC-
KAEMOCTHU CYETHOI'O MHOKECTBA THUIIOB B HEIIOJIHOI1 TEOPUN

ITycrs (p; @ @ < w) u (¢ : @ < w) — ;aBa ceMeiicTBa HEM30JMPOBAHHBIX TUIIOB MAJIOi
TEOPUHU TaKHUe, YTO I KayKJOr0 1 CYIIECTBYET MOJIEb, PEAJIN3YIONasi IIePBbIe N TUIIOB P;
U OITyCKAIOIasl IEepPBbIe 1 TUIIOB ¢;. B JIAHHOI CTAThe UCCJIEyeTCs BOIPOC O BO3MOXKHOCTH
OJIHOBPEMEHHOH peasm3anuu cemeiictBa (p; : @ < w) U olyckaHuu cemeiicrBa (¢; : i < w) B
HEMOJIHOHN Teopuu. aeTcs Kpurepuii, XapaKTepu3yoIuil OIryCKaeMOCTh CIETHOTO MHOYKECTBA
THUIIOB HEIIOJIHOM TeOPUH.

Krouesnre ciioBa. Masast Teopusi, C4€éTHasi MOJIEJIb, OITYCKAHWE THUIIOB, IPOCTas MOJE/Ib
HaJ] KOHEYHBIM MHOXKECTBOM, HEMOHAsT TEOPUS.
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Abstract. Linearized multidimensional two-phase free boundary problem for the parabolic equations
with two small parameters ¢ > 0 and x > 0 at the principle derivatives in the conjugation condition
is studied. The estimates of the solution and the perturbed term with respect to ¢ are derived in the

Holder space.
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1 Statement of the problem. Main results

Let Dy ;== R" = {z:2' € R*! 2, <0}, Dy := RY = {z: 2 € R 2, > 0},
n>2 R:={zx:2/€eR" x,=0}, Dyr:=D,x(0,7T), p=12 Rp:=Rx][0,T],
x=(2,2,), ¥ =(x1,...,24-1), € > 0, £ > 0 are small parameters.

Consider problem with the unknown functions u;(z,t) and us(z,t)

deup — > all) 2., up = fplx,t) in Dyr, p=1,2, (1.1)
ij=1

Uplt=0 = 0in Dy, p=1,2, (1.2)

(’U,l — UQ)‘xn:() = gog(:r’,t), te (O,T), (13)

(E Oyuy + IibVTul — CVTUQ) |wn:Q (1.4)
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32 Galina |. Bizhanova

= cp1(a’,t) + rpa (2’ t) + p3(a’, t) =: D (2, t), t € (0,T),

where all coefficients are constant, b = (b',b,), b = (b1,...,bp_1), ¢ = (d,cpn), ¢ =

(c1,...,¢en-1), VT =colon(y,...,0s,) is a column-vector, bel = bie; + ... + by, is a
scalar product, A = 92 + ...+ 02 , 9, = 0/0t, 0,, = 0/0x;,

b, >0, ¢, > 0. (1.5)
By C1, (s, ... we shall denote positive constants, their numeration begins from 1 in each
chapter.
The coefficients of the equations (1.1) satisfy the conditions of the ellipticity
n
ag?) = a’g'l;‘)’ ia .] = 17 R Z ag?) 616] > a0§2’ 5 € Rna b= 1727

ij=1

ag = const > 0.

(1.1)—(1.4) is a linearized model two-phase free boundary problem with two small param-
eters k > 0, € > 0 at the principle terms in the boundary condition (1.4). Such problems arise
in the theory of combustion, phase transition (melting, solidification of substance), theory of
the filtration of liquid and gas in porous medium.

This problem with kK = 1, ¢ = 1 was studied in the Holder space by B.V. Bazaliy [1],
E.V. Radkevich [2], G.I. Bizhanova [3], [4], G.I. Bizhanova, V.A. Solonnikov [5]. In [6], [7]
there was considered the problem (1.1)—(1.4) for the heat equations with k = 1, ¢ > 0, the
estimates of the solutions with the constants independent on € were derived in the classical
and weighted Holder spaces. In [8] the two-phase problem for the heat equations with a
small parameter at the time derivative €dyu; on the boundary x, = 0 was considered, an
estimate of the solution of the problem with the constant independent on € was obtained in
the Holder space. The linear one-phase boundary value problem for the heat equation with a
small parameter at the time derivative edyu on the boundary z,, = 0 was studied in [9]. The
estimates of the solution and of €d,u|,, —¢ with respect to e were derived.

In [10] there were constructed the solution and obtained an estimate of the Green func-
tion of the two-phase boundary value problem for the parabolic equations with two small
parameters at the principal derivatives in the conjugation condition.

The results of an article permit us to find the solutions of the partially or fully unperturbed
problems withk =0, e > 0; kK >0, =0, kK =0, ¢ = 0 without solving them. The Theorems
1.1, 1.2 show that in the problem (1.1)—(1.4) there are not appeared boundary layer as small
parameters go to zero, although the small parameters x and € are at the principle derivatives
in the condition (1.4).

This model problem is on the basis of the establishment of the unique solvability of the
linear and free boundary problems for the parabolic equation with two small parameters in the
boundary condition. With the help of Theorems 1.1 and 1.2 we can justify the convergence

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 31-48



Solution of nonregular multidimensional two - phase problem ... 33

of the solution of the perturbed problem to the solution of the partially or fully unperturbed
ones, to obtain the existence, uniqueness and estimates of the partially or fully unperturbed
problems without loss of the smoothness of the given functions.

We also point out that the problem (1.1)—(1.4) is conventionally correct. The condition
(1.5) provides the solvability of it.

We shall study the problem (1.1)—(1.4) in the Hoélder space C’x 2 (Qr), 1 is a positive
non-integer, of the functions u(z,t) with the norm [11]

[l
l M 7 Yae! m « M m a/2
ully = S lgearue, + Y (0700ru, + 0700 D)

z,Qr
2mo+|m|=0 2mo+|m|=[]
0, [l] =0,
+ o nj 1 (AE%) (1.6)
220 +=l]-1 0] aw“]t,QT , [f1=1
where a=1—1[l] € (0,1), Qp:=Qx (0,T), Qis a domain in R", n > 2, m = (mq,...,my),
m,; are the non-negative integers, i =0, 1,...,n, |m|=my + ...+ my,
|U’QT = max |U|7
(Ivt)GQT
(a) |’U(IL‘,t) —’U(Z,t){ (o) }U(%t) _,U(x7t1)‘
[v], 5. = max , ], = max
T et (at)eQr T — 2] T (gt (a,0) €0y |t —tq|*

oll/2 _
By C, ;(Qr) we designate the subset of the functions u(z,t) € C’l Z/Q(QT) such that

Oful,_,=0,k=0,...,[1/2].
We formulate the main theorems of the present work.

Theorem 1.1. Letb, >0, ¢, >0, k€ (0, kol, € € (0, gg], | be a positive non-integer.
ol 12 0 241,1+1/2
For every functions fy(xz,t) €Cy  (Dpr), p = 1,2, ¢o(2',t) €Cyp  (Rr),
o 14,14
o2 t) €C 2t (Rr), k=1,2,3, the problem (1.1)-(1.4) has a unique solution uy(z,t) €
0 24+114+1/2 o 14,1
C. + (Dpr), p=1,2, €duil|g,=0 € Cp * (Rp) and it satisfies the estimate

Zy w5+ edpun ) < €1 My, (1.7)

2
(2+1) (141) 1+10)
= 1l + Lol + el + slioal + sl iy,
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where the constant C1 does not depend on k and €.

Theorem 1.2. Let b, >0, ¢, >0, k € (0, ko, € € (0, eg]. Let all the conditions of the
Theorem 1.1 withl=k+a, k=0,1,..., a€(0,1), be fulfilled.

Then the time derivative eOpu(x,t)|z,=0 in the condition (1.4) of the problem (1.1)—(1.4)
satisfies estimate with 8 € (0,a/2)

0] pippigen < ot M, (1.8)

i t RT)

where the constant Cy is independent on k and €.

2 Auxiliary problems

We reduce the problem (1.1) — (1.4) to the more suitable form. For this we construct the
auxiliary functions Uj(x,t) and Us(z,t) as solutions of the first boundary value problems for
the parabolic equations

U1 — Z “z(gl')aia:le = fi(z,t) in Dy,
ij=1
Ul‘t:o =0 in Dy, U1’$":0 =0, te <O,T), (2.1)
6,5U2 - Z aEJQ)(?gZ%UQ = fg(l’,t) in DQT,
ij=1
U2’t:0 =0in D27 U2|xn:0 = _¢0(x/7t)7 le (O?T) (22)
Lemma 2.1 [11]. Let all the conditions of Theorem 1.1 be fulfilled.

0 24+1,1+1/2
Then each of the problems (2.1) and (2.2) has unique solution Uy(x,t) €C, ,  (Dpr),

p=1,2, and the following estimates for them are fulfilled:

241 l 241 l 2+1
TS <l 115E < Co(1819, + vl ). (23)

We point out that
OU1|z,=0 =0 (2.4)

due to the boundary condition of the problem (2.1).
Now we make the substitution

Up($,t) = Up(xat) + 'Ep(l‘,t), p= 1727 (25)
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in the problem (1.1)—(1.4) and obtain the problem for new unknown functions u;(z,t) and
a2 (l’, t)

Oy, — Z a” 2 oy =01in Dyr, p=1,2, (2.6)
i,j=1
ap|t:0 =0in Dy,p=1,2, (2.7)
(al — ag) ‘xnzo =0, te (O,T), (28)
(6 oy + Hvaal - CvTﬂg) |In=0 = \IJE,K(QS‘,, t), t e (0, T), (2.9)

where

\I’ay,{(x/, t) = 5(,01(56/, t) + ﬁ(gpg(ﬂ:/, t) — bn0s, Utlz,=0) + (pg(I/, t) + CVTU2|xn:0.

o 141, 1EL
Here ¥, ,.(2/,t) belongs to C,y 2t (Rr) and satisfies the estimate

k7 (1+0)

2+1) 1 1+1) 141
<03(Z\fp\DT+rso G0 +elorley” + mleal? +leali”). (210

To reduce the first equation (2.6) to the heat one we apply the coordinate mapping
consisting of the orthogonal transform to reduce the original matrix AM) := {a Zj)}ZJ 1
the diagonal matrix D with positive eigenvalues of the matrix A and then we make use
the contraction mapping defined by the inverse matrix D~! multiplied by a > 0 to obtain
an operator aA. After this we again apply the orthogonal transformation of the coordinates
to rotate around the coordinate origin the plane R separating two domains D; and Ds to
express R by the equation y, = 0 and to have D; = R” and Dy = R’!. After the second
orthogonal transform heat equation is not changed.

We denote this nondegenerate coordinate transformation by the formula

x = Ay. (2.11)

After this mapping the problem (2.6)—(2.9) is reduced to the problem in the new coordi-
nates {y} with the unknown functions

Up(yvt) = ap(ma t)|x=Ayv p=12 (2'12)

Remark 2.1. For the sake of convenience we preserve the notation of the original coordi-
nates {x} instead of {y} and write problem for the functions vy(z,t), p = 1,2 (instead of
vp(y,t), p=1,2). When we return to the origin coordinates {x} by the formulay = A~ 'z and
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to the problem (1.1)~(1.4), we shall remember that the functions v, depend on the coordinates

{y}.

Thus, for the functions v;(x,t), va2(z,t) we shall have the problem

o1 —aAvy =0 in Dy, (2.13)
Oyvg — zn: aij 03,4, v2 = 0 in Dor, (2.14)
ij=1
Uplt=o =01in D,, p=1,2, (2.15)
(v1 = v2)|z=0 =0, t € (0,T), (2.16)
(e Bpv1 + kdVT vy — hVTv2)|xn:0 =2, t), t € (0,T), (2.17)

where all coefficients are constant, a > 0, d = (d',d,), d = (di,...,dn—1), h = (I, hy),
B = (h1,...,hn-1),
w(ylvt) = \IIS,H(‘%/at)’J}:Ay, yn=0 (218)

(in the problem (2.13)—(2.17) we have written ¢ (2’ t) — see Remark 1.1. and omitted indexes
e, k for the simplicity).
After the coordinate transformations (2.11) the equation (2.14) remains parabolic. Really,

orthogonal mappings do not change the eigenvalues of the original matrix {ag) =1 Con-
traction mapping transforms the diagonal matrix D with positive eigenvalues to the identity
matrix multiplied by a > 0 to obtain the operator aA in the equation (2.13). The eigenvalues
of the matrix {a;;}7;_; in the equation (2.14) remain positive and this equation is parabolic.

Let vy be a unit normal to the plain R : z,, = 0 in the problem (1.1)—(1.4) directed into
Dy (i.e. v is on the direction of the coordinate axis x,). The scalar products bVOT =b, >0,
c z/ép = ¢, > 0 do not change the signs after orthogonal coordinate mappings, after contraction
the scalar products byg = b, > 0, CVOT = ¢, > 0 remain positive and take the forms
dl/g =d, >0, hZ/OT = h,, > 0, here 1 is a unit normal to the plane z,, = 0 in the problem
(2.13)—(2.17).

So, we have the problem (2.13)—(2.17) for the parabolic equations. The conditions

dp >0, hy, >0

guarantee the solvability of this problem.
Consider the problem (2.13)-(2.17) with the unknown functions v;(x,t) and va(x,t) for
the parabolic equations.
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Theorem 2.1. Letd, >0, h, >0, k€ (0, ko], € € (0, 0], | be a positive non-integer.
141,14

o
For every function (z',t) € Cy Qt (Rr) the problem has a unique solution v,(x,t) €

02+l,1+l/2 o o 1+, 1+l
Cy, + (Dpr), p=1,2, €0i|z,—0 € Cyp t (Rr) and it satisfies estimate

2
Z|vp<2“ + ledunl ) < CalulG Y, (2.19)

p=1

where the constant Cy does not depend on k and €.

Theorem 2.2. Letd, >0, h, >0, k € (0, ko], € € (0,e0], l =k+a, k=01,...,
€ (0,1).
o l+k+a, 1 thte
For every function ¢(x',t) € Cp ¢ (Rr) the time derivative e0¢v1(x,t)|g,=0 in

the condition (2.17) of the problem (2.18)—(2.17) satisfies estimate

€01 1+k+8 §C56a/4¢ o Ltkta , B€(0,a/2), 2.20
‘ t |Ci,+k+5’%(R ) | |C:;t,_k+ 7%( ) ( / ) ( )

where the constant Cs is independent on k and €.

o l+a,ite
In [10] under the conditions d,, > 0, hy, >0, 0 <e <eg, 0 < Kk < Ko, Y(2',t) EC t2

(Rr), a € (0,1), there was find the solution of the problem (2.13)—(2.17) in the explicit form

1 t
= / dr w(y',T)G (@ =, zn,t —7)dy, (2.21)
g 0 Rnfl

where

t
Gp(z,t) :/ Ky(z,0,t —o)do,
0
Ki(x,0,t) = 0z, q1(x,0,t), Ko(z,o,t Zakn e g2(2, 0, 1), (2.22)
t KO
g1(z,0,t) = —4a dﬁ/ N(x—n——d,t —m)
0 Rn - €
\/‘T Z g Oy, T2 (n + h ,T1) ‘7771:0 dn',

t—o
Kl(x,a,t—a):—4a/ dTl/ 8xnfl(x—n—ﬂd,t—a—71)
0 n—1 9
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ZaknankFQ(n-i- —h 7'1)‘77 -0 d77/

WT

o . (7;777md0/5)2
/ dTl/ Ty + N + Kdpo /e 6—4(1&—70—71)
rr-1 (2y/an(t —o — 7)) (t — o —71)

0. g a¥ (nyt+hio/e)(nj+hjo/e)
o/e ]_ _ ~i,g=1 7 K J J
fma/ i \ dn', z, <0, (2.23)

ey A =0

t—o ko
gz, 0t —0) = —4a/ dﬁ/ O L'1(n — —d, 1)
0 Rr—1 3

g
Cy(z —n+ gh,t — Tl)‘nnzo dn/7

1
X —
V1 4x]

t—o KO
Ky(z,0,t) = —4a dm O, I'1(n — ?d,ﬁ)
0 n—1

1 " o
T Za;mamkl“g(w —-n+ gh,t — 0 — Tl)‘nn:() dn’

Rn—1 QW "Tl (2y/7m(t —o—711))"(t — 0o —71)
(L -Bhameemiiote nythyelo | dif, 2, >0 (2.24)
[4n] me0m T
Iy(z,t) = #6_%, Ly(z,t) = #e_w, (2.25)

(2Vart)"

|Ap| > 0 is a determinant of the matrix A, = {a;;}}';_,

(2V/mt)"

a’,i,j7=1,...,n, are the elements
of the inverse matrix A 1!.

The solution (2.21) of the problem (2.13)—(2.17) was constructed with the help of Laplace
on t and Fourier on 2’ integral transforms as in [3] and applying of the property of co - normal
derivative. Moreover, in the integrals (2.23), (2.24) we made use of the formulas

ILJQS.Z

n

_ 1] 1“ aszx] 1]1 iTj
E Oz, € It = — E ak"élt( E akjmj + g ak’xz) I
k=1

n L% -
Ty _ Xig=12"%i%

= ——e 4t

2t ’
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- ; 1 j=mn

>t {0 T

— , JFEN
In [10] under the conditions d,, > 0, hy, > 0, k € (0, ko], € € (0, g9] there were obtained the
following estimates of the kernels K (z,0,t), Ko(z,0,t) defined by the formulas (2.22)—(2.24):

& am 1 i L
’8t 8:5 Kp(.%',O', t)‘ S Cﬁw (& t 2t , p= 1, 2, (226)
2
where
2 _ C(Q)h% 2 C(Q)h%
D= 92+ w2d2 + 2molar’]) BT 2

the constants Cg, ¢1, g2 do not depend on € and k, the constant 6(2) is determined in the
estimates (2.27) of the fundamental solutions (2.25) of the equations (2.13), (2.14):

1 2302

|OFOT Ty (,t)| < Cr—gr € 07, p=1,2, ¢g = const > 0. (2.27)

n+2k+|m|
t 2

Remark 2.2. We can see that the estimates of the Green functions of the problem (2.13)-
(2.17) do not depend on the small parameter k due to the derivative hy,0y,v2, hy, > 0, in the
boundary condition (2.17), that is the solution (2.21) does not possess the singularity on K,
but it is singular with respect to € (see formula (2.21)).

In [6] there was considered the problem, which can be reduced to the following one after
excluding of the third unknown function®

Owup — ap Aup =0in Dyr, p=1,2, (2.28)

Upli=o = 0in Dy, p=1,2, (2.29)

(u1 — ug)|z,—0 = 0 on Ry, (2.30)

(e Opur + dVTuy — BV uy) |y, =0 = ®(2',t) on Ry, (2.31)

where dy, > 0, h, >0, ¢ is a small parameter.
1+«

)

ol
Under the conditions d,, > 0, h, >0, € € (0, 59|, ®(2/,t) €Cy , (Rr), o€ (0,1).
the solution of the problem (2.28)—(2.31) in the explicit form was found

1 [t ~
up(z,t) = 8/0 dr /Rn—l Oy, 7)Gp(a' =y, xp, t — ) dy/ (2.32)
1

=: (gtb(y’, T) * é’g),

1): We have changed some notations of an article [6] for a simplicity.
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where

~ t ~
Gp(z,t) = / Ky(z,0,t —o)do, p=1,2,
0

the kernels I?p(x, o,t), p=1,2, satisfy the estimates

~ 1 _a3e®  qio?
0FO™ Kp(,0,t)] < Cx e T e (2.33)

n+2k+|m|+1
t 2

the constants ¢3, q4, Cs do not depend on e¢.

In [6] it was proved that the solution of the problem (2.28)-(2.31) wuy(z,t) belongs to the
o 2+a71+a/2 1+a 1+Oé

space O, ¢ (Dpr), p = 1,2, eduu(z,t) € C t (Rr), and the estimate for the
solution takes place

Z‘ p’ 2+Oé + ‘58{“11’( +l < C ’(I)‘ 1+O¢ 7 (234)

where a constant Cy does not depend on e.

This inequality was obtained by direct evaluation of the solution (2.32) with the help of
the estimates (2.33) of the Green functions.

To obtain Theorem 2.1 we prove the following theorem.

Theorem 2.3. Let d, >0, h, >0, 0<e<egg, k=0,1,..., a€(0,1).
o Ithkta, bt
For every function ®(2',t) € Cyp . (Ry) the problem (2.28) — (2.81) has a
o0 2+kta, 1+ 54 ’“*‘* _ o 1+k+a, bt
unique solution uy(x,t) € C, " (Dpr), p=1,2, coui(z,t) €Cy ¢ (Rr),

and it satisfies the estimate
Z’ | 2+k+a ) 4 |€3tu1|g;rk+a) < Cyol@[{ 1+k+a7 (2.35)

where the constant Cm does not depend on €.

Proof. We consider the trace of the function ug(x,t) on the plane z, =0:

2o(2't) = ua(z, 1)z, =0 (2.36)
o 2+k+a,1+54e
We shall prove that zo(2/,t) € C, ¢ (Rr). For this we estimate the norm
2+k+a

||Z2||02+k+a,1+k+T‘)‘ = sup ‘22|

& T (R @deRr
> (o ), + ey L))
2mo+|m/|=2+k

+o¢
T D /T VA e
2mo+|m/|=1+k

(2.37)
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This norm is equivalent to the norm (1.6) [12].
First, we evaluate a modulo |22| = |ua(2’,0,t)| of the trace of the function ug(x,t) defined
by (2.32). We make the substitution 7 = 71 — ¢ in the solution (2.32)

1 t t—1 "
2o(2!t) = / da/ dy’/ Oy, 7)Ko(2' —y,0,0,t — 7 — o) dT
€Jo Rn—1 0

1 t T "
= 8/ dT/R 1dy’/ Oy, 7 —0)Ko(z' —y,0,0,t — 7) do.
0 n— 0
We apply the estimates (2.33) of kg and the following one:
pply g
/ (1+k+a) , Lthta
12(y', )| < |®[R, 't 2

)

integrate with respect to y’

1+k+a 2 2
1 t . — 2 _ 949
29 :L'/,t < Cn* (0] (1+k+a) dr %e e2(t—) dU,
RT t
€ 0 0 — T

integrate with respect to o

1 1+k+ 1+k+a
yzz(x',t)ygcmggy@\;T )

/t dr
0 \/t—’7'7

then we shall have

2ol 1)] < Crgl @[ F 5 (2.38)
We consider the derivatives ;097 zo (2, t).

Let 2mg + |m/| = 2+ k. We have

™ 2y (2! 1) (2.39)
_1/e(omoTte(y, T) * 8tég), 2mo =2+ k, |m/| =0,
1/£(0m005® % 9, Ga), 2mo + |m'| =2+ k, [m/| >1,|s| = |m/| — 1,
s'= (81, 8n-1)
Assume 2mg + |m/| = 1 + k, then
’ 1 ' ~

OO 29(2! t) = 5(8:”08;} ®(y', 1) * Ga). (2.40)

We should estimate the Holder constants in according to the formulas (2.37) and (2.39),
(2.40)

° 1+a71+70‘

1 et o —
i = g[(a;m*l@(y/n)*ata?)]( ) omg =24k O ec, O, (Rr),

m/’]%,1.,7
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(0/2) mo—1s . o5
@2 omg =24k oM@ eC, ) (Br),

[(87"0 1<I>(y T)*@tG )}
oa,a/2
[(0rmodg @+ 0, G) ]\, . 2mo + 18| = 1+ k, O™05® €C,r ¢ (Rr),

~ o oa,a/2
i = ~[(0m005® 0, Go) |\ 2mo + |5 = 1+ &, 8005 ® €C, ¢ (Rr),

\H m\,_. m\>—~ m\l—‘

= ~[(orap'es )l 2, 2 mogn's el
2 m0+\m]—1+k‘ 8 8 (I)GCQ:’ (RT)

’L

In [6] there were obtained the following estimates of the Holder constants in the case

o 1+OL 1+a
P cC, (RT)

(B, 7) % 0:G2)]'Y, < Cral@| ), (2.41)

(1+a)
[(®(y, T *atGg)] ) < Ci5|®|k,. (2.42)
(8, @y, T) * am,ag)] Ve < Ci6l0w @[5, (2.43)
(D7) % 0 G2) )02 < Crg|0w[(5). (2.44)
[(0,®(/,7) *62)]§ 2 < Cislon o). (2.45)

° 1+O¢ 1+o¢
Comparing the estimates of the potentials with ® €C,, . (Rr) (2.41)—(2.45) and i1—i5

o I4+k+a, ke

with ® €C,, ¢ (Rr) we can see that the Holder constants in 4145 and in (2.41)—(2.45)

are one and the same, respectively, that is the Holder constants i1—i5 can be estimated as in
(2.41)—(2.45)

1 =~ \1(
2‘1 + i2 — [(amo 1@(y 7') * @Gg)] (/)RT g [(a:-nOil(I)(y/?T) * 8tG2):|1E7 ]éi)

1+a 14+

<clgyam0 Lp|H+0) 9 =24k, d™ b eC,,  °, (Rr),

xlv Ry

i is = 20200 1 0,G2)], + 2 (0005 @ 0Ca)]

oa,a/2
< Coold 05 0[\) | 2mo + || = 1+ k, 05D €Cy 4 (Rr),

1+a)

is [(amoam D Go) 2

oa,a/2
< Con 000 B, 2mo + [m'| = 1+ k, 9700 ® €Cy ¢ (Rr).
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Applying obtained estimates of i1—i5 and (2.38) of the modulo |z2| in the norm (2.37) we
shall have estimate for function zo(2’,t) = ua(2’,0,t)

< Oysl@| ) (2.46)

|22| o 2+k+a,14 B < 022| ‘ZZH o 2+k+a,14 BFa
Cy t (RT) Cy t (RT)

where the constant Cs3 does not depend on .

We point out that we can apply the estimates (2.41)—(2.45), because we consider the
trace (2.36): z2(2/,t) = ua(2’,0,t) on the plane z, = 0. If we evaluate the solution va(z,1),
xp, > 0, then we should estimate the potentials containing the derivatives 9, OZ/OMUQ(:U, t),
2mg + |m’| + 1 =2+ k, 1 + k additionally.

Further, the function uy(z,t) satisfies the heat equation (2.28), p = 2, on the plane z,, = 0

o 2+kta, 1+ 5L
the trace usl,,—o = 22(2’,t) belongs to the space C,, ¢ (Rr) and is subjected to the

estimate (2.46). We can consider the function us(z,t) as a solution of the first boundary —

value problem for the parabolic equation (2.28) with boundary function z2(a’,t), then by [11]
o 24k+a, 1+ 5L

the function uy(z,t) belongs to the space C, ¢ (Dar) and estimate is fulfilled

where the constant Cs5 does not depend on e.
o 2+kta, 1+ 55
From the conjugation condition (2.30) we obtain 1|z, —0 €C, ¢ (Rr) and an

estimate takes place

(2+k (1+k
’u1|$n70’ +k+a) < Oy |(I)‘ +k+a)

with the constant independent on €.
o 24k+a 1455
Then as above we shall have that u;(x,t) €C, ¢ (D7) and satisfies estimate

u |2+k+a <0, |(I)|(1+k+a. (2.48)

o l+k+a,ikte
From the conjugation condition (2.31) it follows that e dui(x,t) € C, ‘ (Rr),

and
05 < Cos|@fy HEF, (2.49)

where the constant Cag does not depend on €.

Gathering the estimates (2.47)—(2.49) we obtain the estimate (2.35) and Theorem 2.3. O
Proof of Theorem 2.1. We consider the problem (2.13)-(2.17). Compare its solution
v1, ve determined by the formula (2.21) with the solution uj, wus of the problem (2.28)—
(2.31) determined by (2.32). We can see that they have one and the same forms (2.21) and
(2.32), and one and the same estimates (2.26) and (2.33) of the Green functions K, and
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IN(p, p = 1,2, respectively. Moreover, the estimate (2.26) of K, depends on ¢ as an estimate
of I?p and does not depend on k.

We should point out that the estimates of the solution of the problem are obtained only
with the help of the estimate of the Green function.

Thus, we conclude that the solution vy, vg of the problem (2.13)—(2.17) possesses the same
o 2+kta, 1+ 5L
properties as the solution uj, ug of the problem (2.28)—(2.31), i.e. vp(z,t) EC ¢

(EPT), p=1,2, and

From the conjugation condition (2.17) we obtain that the time derivative
01+k+a l+k+o¢

e Oy (x, t)|xz, = 0 belongs to the space C, ¢ (RT), and it satisfies the estimate
The estimates (2.50) and (2.51) lead to the inequality (2.19) and Theorem 2.1. O

Proof of Theorem 2.2. Consider the time derivative e0;v; in the boundary condition (2.17)
of the problem (2.13)-(2.17)

58tu1|mn:0 = ’QZJ(ZE/, t) — (HdvTvl — th'UQ) |:L”n=0' (2.52)
We must obtain the estimate (2.20)
[e0url, 7 < G IR, B € (0,0/2),

where constant (C'3; is independent on k and .

We can see that the function ¢ (2/,t) in (2.52) does not depend on ¢ fully and can not
provide this estimate. So we should get rid of ¢ (2/,t) in the identity (2.52) with the help
of the formula of a jump of the heat potential of double layer, which we extract from the
directional derivatives in (2.52).

In [13] it was proved that the time derivative £0,v;1(x,t)|s,—0 may be represented in the
form

0O Oyt |n,—0 = W (2, 1) + WP (@ £) - Wi (2!, 1), (2.53)

== /0th [ [ =)=t (2.54)

xdVIK (x -y 0t —7) dol, _,,

- - /Oth /]R dy' /0 (Wsly/'s7 = 0) = ¥y, 7)) (2.55)

xhVIKy(z -9y 0.t —7) d0|zn:0,
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t
Wg(s) (CC/7 t) = / dr 1 ¢s(y/, T)Kl (.CU - y/’ Tt — T) dy/‘xn=0
AT (2.56)

t
:/ dr ¢S(y/,t—T)K1($—y/,t—T,7—) dy/‘a: =0’
0 Rn—l "

where s (2/,t) = 809 (2, 1), Wi(s) (2/,t) = O Wia' 1), s =2mg+ |m'|; s =0,1,2,
Lk1+k k=0,1,...; m'=(mq,..., mn,l)
By direct evaluation of the functions (2.54) — (2.56) we obtain the estimates

1+k+8 a—8 1t+kta
o] < Chat™ 2 2" (L4 o) (W)L z 7 s (2.57)
. 1+8—j a—j
W C ) < e/ ooy w]tRT ), (2.58)
(4] < Coamoc™3" (070 w1 (259

where 5 € (0,/2).
We remember the formulas (2.53)—(2.56), apply obtained estimates (2.57)—(2.59) in the
norm

4~ (L+k+6)/2

||edrvr ]| 1kt = sup |edsv1 |

1+k+p3,
C (RT) (.Z",t)ERT

+ Y ([sagnoa;’%’atvl]f}RT+[sagnoa;7’atv1]§%j>)
2mo+|m/|=1+k
, 148
+ Y ooy om

2mo—+|m’|=k
which is equivalent to the norm (1.6) [12], and obtain the estimate
1+k 1+k 1+k
le0ur[p, 7 < Caslledronllip, ™7 < Caae® Mol ",
B € (0,a/2), and Theorem 2.2. O
3 Proofs of Theorems 1.1 and 1.2

Proof of Theorem 1.1. We have proved Theorems 2.1 and 2.2 for the solution v (y, t),
va(y, t) of the problem (2.13)-(2.17).

Now we return to the original problem (1.1)—(1.4) with unknown functions
ui(x,t), ug(x,t). We have made the substitution (2.5):

Up(.%‘,t) = Up(xat) + ap('rvt)v p= 1727
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0 2+1,141/2
where the functions Up(z,t) due to Lemma 2.1 belong to C,, ;,  (Dpr), p = 1,2, and
satisfy the estimates (2.3). Then we have applied the nondegenerate coordinate mapping
(2.11): = Ay, notation (2.12): Uy(z,t) = vp(y,t)[y=a-1,, p = 1,2. From here and Theorem
0 2+L1+1/2
2.1 we shall have that Uy(z,t) = v,(A7 'z, t) €eC, , (Dpr), | =k+a, p=12,
o1+l 1+l
€Ot €Cy t (RT) and

2
Zr O et < Oy up(A7a 8)[5 7 + o (A, 1)
p=1
< Coltp (A a0, )] = Col e [ GF), (3.1)

where by the notation (2.18)

\Ila,m(x/, t) = ¢(A711"xn:0, t),
U, (2 t) = ey (2, 1) + k(a2 t) — bpOy, Utle,=0) + ¥3(2’, ) + VT Us|y, —o,

o 141, 1+l
the function ¥, .. (2/,t) belongs to t (Rr) and satisfies the estimate (2.10):

2
(1+1) l (2+1) (1+1) 1+1) 141
el < (SO URIE, + ol + el g + wlunl iz + sl 5.
p=1

From the substitution (2.5) with the help of (3.1), (2.4) and (2.3), and condition Uy |5, =0 =
0 2+141/2
0 we obtain that u,(z,t) = Uy(z,t) + vp(A z,t) €C,  (Dpr), p=1,2,

€8tu1 ‘xnzo = 8(8tU1 + 8,5111(A’11:, t)) }xnzo = Efat’l)l (AilfL‘, t) |50n:0’ (32)
o 1+l lJrl
eyt (z, )|z, =0 €ECp t (Rr) and
2
Zr wplpy + el < Ca(D (U1 + el ),
p=1

where the constant Cj does not depend on ¢ and k.
Applying the estimates (2.3) for Uy, Uz and (2.10) for ¥, ,, we have got the estimate (1.7)
and Theorem 1.1. O

Proof of Theorem 1.2. From the formulas (3.2) and the estimate (2.20) we obtain

|58tu1| 1+k+8 = |at1)1(A_1:E t)| 1+k+8
;Hcﬂi (Rr 7 Caljkﬂi’ .2 (Rr)
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< G5 [Y(A™ 2, 8) |0, =0l

a/d
g, TR < Cge / ’\I’E,,{| Lhta, Likta
c, 2 (Rr) " S (Rr)

T

Applying the inequality (2.10) for W, ,, we shall have the estimate (1.8) and Theorem 1.2. 0
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Buskanosa I'M. TYUIHIECY IIAPTHIHIA YAKBIT BOWBIHIIIA TYBIHIBICHI
BAP TIAPABOJIAJIBIK TEHJIEVJIEP YIIIH PECYJISIPAB EMEC KOIOJIIIEM/II
EKI®A3AJIBIK ECEIITIH IITEIIIMI

[IekapaJibIK MapTTarbl )KOFApbl TYBIHJBLIAPBIHIA £ > 0 >KoHe Kk > 0 eKi Kiri mapaMeTp-
Jiepi 6ap mapabosialiblK TeHIeyIep YIIH ePKiH IeKapaJsbl ChI3bIKTaAHIbIPBLIFAH KOIIOJIIIEM I
ekidaszasblk ecen 3eprresieai. [€nbaep KeHiCTIiriHae MeniMHiH KoHe KODaKbIFaH MYIIECIHIH,
€ Oolibinia barajayiapbl aJIbIHIbL.

Kirrrix ceznep. Kenomemmi eki dpazasibik mMeTTiK eceln, mapaboJiaibiK TeHaeyiep, TyHin-

Jiecy MAPTHIHJAFBI Killli TapaMeTpJiep, IMIeNiMHIH alKblH TYPi, MENMHIH KoHe KOOaKbIFaH
Mylenis, baraiayiapsl, [€1baep KeHicTiri.

Bmxkanosa 1. PEIINEHNE HEPETYJIAPHON MHOI'OMEPHOI1 ABYX®A3HOI1
BAIAYN 1)1 IIAPABOJIMYECKUX YPABHEHIN C IIPONU3BOJIHON I10 BPEME-
HU B YCJIOBUU COTIPAYKEHU A

Wsyuaercst muHeapu3oBaHHasT MHOIOMEpHasT IByxdasHas 3a7a1da co CBOOOIHOIN rpaHutiei
JIJIsT TapabOJIMIeCKUX YPABHEHUN C JIByMsT MaJIBIMU mTapamerpamu € > 0 u k > 0 mpu cTapimmx
[IPOMBBOJIHLIX B IPAHUYHOM yCJI0BUU. 1101y YeHbI OIEHKU PEIleHrsI U BO3MYIIEHHOIO YJIeHa 110
€ B nmpocrpancTtse [€nbaepa.

Kirouesbre ciioa. Muoromepras jiByxdaszHas KpaeBas 3ajiada, 1apadoJIndecKue ypaBHe-
HUsl, MaJible lIapaMeTphl B yCJIOBUU COIPSI?KEHUsI, PEIlIeHNe B sIBHOM BH/Ie, OIIeHKH PeIlleHus U
BO3MYIIIEHHOTO "JIeHA, MPOCTPaHCTBO [€mpaepa.
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Abstract. The paper deals with the special Cauchy problem for the system of nonlinear integro-
differential equations. The problem is considered as a nonlinear operator equation. An iterative process

for solving considered problem is constructed and its convergence conditions are established.

Keywords. Nonlinear Fredholm integro-differential equation, special Cauchy problem, parametrization’s
method, operator equation, iterative method.

On [0,T], we consider the nonlinear Fredholm integro-differential equation (FIDE)
dx = T
G AO Y0 [ R te0.D), ce R, ()
k=1 0

where (n x n)-matrices A(t), ¢x(t), ¥x(7) are continuous on [0,T7]; f : [0,T]x R" — R", k =

1,m are continuous, ||z| = max |z;|.
i=1,n

Various problems for FIDE have been studied by many authors [1]-[9]. In [10] a lin-
ear boundary value problem for FIDE is solved by parametrization’s method. One of the
important auxiliary problem in this method is a special Cauchy problem for the system
of linear FIDEs. Let Ay be a partition of the interval [0,7] into N parts with points
to=0<t1 <...<ty=T.

If we denote by z,(t) the restriction of the function z(t) to the subinterval [t,_1,t,),
introduce additional parameters A\,=z,(t,—1) and make substitutions wu,(t) = x,(t) — A\p,r =
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1, N, then we obtain the system of nonlinear integro-differential equations with parameters
on subintervals

du,

U AW+ M) + Z/ D7) (705 (7) + Ay )b,

t € [tr—1,t;), r=1,N, (2)

and initial conditions at the left end points of subintervals
ur(tr—1) =0, r=1,N. (3)

The problem (2), (3) is a special Cauchy problem for the system of nonlinear integro-
differential equations with parameters. Criteria of the solvability and unique solvability of
the special Cauchy problems for the system of linear integro-differential equations with pa-
rameters have been established in [10]. The methods of finding solutions to the linear special
Cauchy problems are also proposed there. The special Cauchy problem plays an important
role by solving boundary value problems for FIDEs [10], [11] and by construction the Ay
general solutions to the linear FIDEs [12].

In the present paper we consider the special Cauchy problem for the system of nonlinear
integro-differential equations (IDEs) on the closed subintervals

doy

R CCESOEDY Z/ D) fu(r, v (1) + Xy,
te [trflatrh T:ﬁv (4)
UT(t'r—l) = 07 r= 177N (5)

The aim of the paper is to establish conditions for the solvability of the problem (4), (5)
and to construct an iterative process for finding its solution.

Denote by C([0,T], Ax, R™) the space of the function systems v[t] = (vi(t), va(t), ...,
un(t)), where functions v, : [t,—1,t,] — R™ are continuous for all » = 1, N, with the norm

o[l = max  max jo-(#)]-
= Nte[r 1, r]

A solutlon to the special Cauchy problem (4), (5) with A = X is a function system
o[t, Al = (vi(t, A), va(t, A), ..., un (£, 0)) € C’A([O T], An, R™V), which satisfies the system of
integro-differential equations (4) with A\ = A and initial conditions (5)

Choose the function system 9(0[t] = (i)\§0)(t),17§0) (t), .. ,AE\[]))( t)) € C([0,T], A N, R™), the
number p, > 0 and the ball (T[], p,) = {v[t] € C([0,T], An, RN : ][] = vO[]|| < pu}.
To solve the problem (4), (5), we write it as an equivalent operator equation and use results
from [12], [13].
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We define the piecewise continuous function Zy(¢) by the equalities

Zo(t) = A +090(t), te€[t_1,t], r=1,N,
and introduce the set

G%(p) = {(t,2) : t € [0, 7], l|lz = Zo(t)| < P}, > po.

Condition A. The function f(t,x) has uniformly continuous partial derivative f.(t,z) in
G(p).

We introduce the following spaces X = {v[t] = (v1(t), v2(t), ...,un (t)) € C([0,T], An, R™Y)
cvp(ty—1) =0, r=1,N}, Y = C([0,T], An, R™Y).

We consider the special Cauchy problem (4), (5) as nonlinear operator equation

Hult] + F(v[t], \) = 0. (6)
Here the linear operator H : X — Y is defined as
Holt] = wW[t]

with

W] = (@), w87 (1), . 0l (1)),
w(t) = 0,(t) — A(t)ve(t), t€ [tr_1,t,], 7=1,N.

The domain of the operator H is D(H) = {v[t] = (v1(t),va(t),...,v-(t)) € X, where v,(¢) is
continuously differentiable in [t(._1),#;], 7 = 1, N} and nonlinear operator

~

F[t],A) = w@t, A,

where R R R R
W[N] = @2 (X, WP (1N, 0@ (5, N),

m N ot ~
W@ (13 = —ADX — Y enlt) Z/ D7) (705 (7) + A, £ € [lootsty], 7= T, .
k=1 j=17ti—1

Condition A provides the existence and uniform continuity of the Frechet derivative
Fy(v[t], A) in S@O[t], po) [14].
The Frechet differential has the following form

-~

F'(@[t], )h = w®[t, A,
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~ Ui N ot ~
w7("3) (t7 >\) == Z Spk(t) Z @bk(T)fl/c,x(Ta Uj(T) + Aj)hj(T)dTv te [trfla tr]a r=1N,
k=1 j=1"ti-1
with the function system h[t] = (h1(t), ha(t), ..., hn(t)) € X, where h, : [t,_1,t,] — R™, r =
1, N, are continuous. R
The closed linear operator H + F)(?[t],\) : X — Y has a bounded inverse iff the linear
operator equation

(H + Fy@lt], \)h = glt],  glt] = (91(t), 92(8), .. gy (1)) € Y (7)
is uniquely solvable. Equation (4) is equivalent to the special Cauchy problem for the system
of linear integro-differential equations with parameters

m Nt ~
Pl — A+ w0 [ o) il 50) + Ry (r)dr + 400,
k=1 j=1"7ti-1
te€tr—1,t;], r=1,N, (8)
hr(trfl) :O,T: 1,N. (9)

Let L(Y,X) be the space of linear bounded operators A : Y — X with some induced
norm.

Definition 1. The special Cauchy problem (8), (9) is called well-posed if for any g(t) € Y it
has a unique solution h[t] € C([0,T), Ay, R™Y), and the inequality ||h[-]|l4 < v|lg[]ll4 holds,
where 7 is a constant, independent of g[t].

The number 7 is called the well-posedness constant of the problem (8), (9).

Theorem 1. Suppose the following conditions be fulfilled:
1) the Frechet derivative F}(v[t], \) is uniformly continuous in S @O t], po);
2) the linear operator H + F) (v[t],\) : X — Y has a bounded inverse and

IH + F,@, M) Hlowx) <7, 7 is  const,

for all o[t] € S@Ot], py); R

%) - |HEO] + FoO[), |1 < 5.

Then there exist numbers ap > 1, k = 0,1,2,..., such that the sequence of elements
{#®[t]}, k= 0,1,2..., generated by the iterative process

kD[] = 5[y — i[H + E@®[], N HHIW [ + FGP[], V)], k=0,1,2,..., (10)

converges to vlt, /)\\], an isolated solution converges to Eq.(7) in SV [t], p,), and the following
estimate is valid: R R
ol A = 5Ol < AIHBO [ + FEO[8), M) (11)
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The convergence of the sequence {ﬁ(k) [t]}, k=0,1,2,..., to vlt, X], an isolated solution
to Eq.(6) in S(3O[t], p,) is provided by Theorem 2 [13] and Theorem 3 [14]. Estimate (11)
is established similarly to estimate (1.3) of Theorem 1 [16].

Theorem 2. Let Condition A be fulfilled, let the special Cauchy problem (8), (9) be well-posed
with constant 7 for all v[t] € S(WO[t], py), and let the following inequality be valid:

§max  max [[Bn (1) - AEO () + M)
r=1 Nte[t'r 1 t'r]

m N t
= o)) Ur() fiu (. 00 (1) + A))dr | < B
k=1 j=1"ti-1
Then there exist numbers ar > 1, k = 0,1,2,..., such that the sequence of elements
{@(nk) [t]}, k=0,1,2,..., generated by the iterative process
a0 =3P + Av® [N, k=0,1,2,..., (12)

where
AL, N] = (Ao (X, ), A (AN, A (A ),

is the solution to the special Cauchy problem for the system of linear integro-differential
equations with parameters

dAv, ~
dv = Amek Z - ) Fha (7080 (7) + X)) vy (r)dr —
g dt " k k(I
t€tr_1,t], r=1,N, (13)
Avp(t,—1) =0, r=1,N, k=0,1,2, ..., (14)

converges to v[t,X], an isolated solution converges to the problem (4), (5), and

ol ) —WHIM

UORVIDIGLIGESY Z / Y F (0,50 () + 2 |

<Fmax max
r=1,N t€[tr—1,tr]

(15)
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Example. On [0, 2] consider the nonlinear IDE

cZ — A)(t) + ot / W(r (7))dr + fo(t), te[0,2], (16)

where

a={ 2 5 ) w0=(p 4y ) v=(5 ).

B T3 (T) + T223(7)
fra(r) = < (r 4 Dy (1) + (7% - Dya(r) > ’

2”7:12 cos(mt) — t(g2 28 1 1) + mcos(nt)
fo) = { 2043)(x—6)
2

— 2 (97_‘_2 +1)— t2cos(7rt) — wsin(mt) — sin(wt) (£ — 1)

The exact solution to equation (16) is

wr [ sin(mt)
() = < cos(mrt) )
We divide the interval [0, 2] into 2 parts and denote by Ay the partition: ty = 0, t; =
1, t2 = 2. By z((t) let denote the restriction of the function x(t) to the r-th closed
interval [t,_1,t.], i.e. z,.(t) = x(t), t € [tr_1,t], 7 = 1,2. We introduce parameters
A1 = z1(t), A2 = x2(t1) and make substitutions vy = z1(t) — A1, vy = xa(t) — A,

then we get the special Cauchy problem for system of nonlinear integro-differential equations
on closed intervals

2
dd? = A(1)(vr + M) + (1) D / V() F(r05(7) + AT + folt),
i=1/ti-1

t € [tr—1,t], r=1,2, (17)
vp(tr—1) =0,

In order to solve the special Cauchy problem we use iterative process (12). As an initial
approximation to the solution of the special Cauchy problem, we select the function system
vO[t] = (0,0).

We solve the following linear special Cauchy problem

<
I
—_

\_l\')

(18)

Av,
D0 — At dw, + Z/ W) () Av(r)dr
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2 tj ~
(1) f(r, \j)dr,  t e [tr—1,t],

tj—l

Avp(t,—1) =0, r=1,2 (20)

and find its solution Av(O)[t] = (AUEO) (1), Avgo) (t)). We determine the first approximation of

the solution to the special Cauchy problem (19), (20) by the equalities vﬁl)(t) N (t),r =
1,2.
We solve the linear special Cauchy problem

dAv,
dt

2 tj ~
:A@Aw+ﬂw§1/ B £, o (1) + Xj) Ay (7
j=17t=1

dvﬁk) (t) (k) ~ 2 b (k) N
=g FAORPO A+ e®) ) [ vyl )+ At € o], (21)
j=17"%-1

Avi(ty1) =0, r=1,2, k=T,4 (22)

and determine (k + 1)-th approximation of the solution to the special Cauchy problem (17),
(18) by the equality

v£k+1) (t) = U7(1k) (t) + Avq(ﬁ) (t), k=14

Table 1 — The numerical solution to the special Cauchy problem (17), (18) for the 1-st iteration

t vg))l 0) véi;Q(t) ? vgggl @) vg)g(t)
0.0000 0.0000000000 0.0000000000 1.0000 0.0000000000 0.0000000000
0.0625 0.1672906062 —0.0997288225 | 1.0625 | —0.1714987527 | —0.0370329738
0.1250 0.3252284900 —0.2367077874 | 1.1250 | —0.3358124340 | —0.0351124819
0.1875 0.4666428544 —0.4084286610 | 1.1875 | —0.4856464522 0.0037983714
0.2500 0.5849438131 —0.6111592370 | 1.2500 | —0.6142546543 0.0764650909
0.3125 0.6743685801 —0.8400913950 | 1.3125 | —0.7156876587 0.1785581748
0.3750 0.7301953620 —1.0895378508 | 1.3750 | —0.7850066757 0.3048934199
0.4375 0.7489162258 —1.3531717224 | 1.4375 | —0.8184529171 0.4497378504
0.5000 0.7283616696 —1.6243017792 1.5000 —0.8135635486 0.6071863017
0.5625 0.6677713381 —1.8961754455 1.5625 —0.7692258749 0.7716203324
0.6250 0.5678072007 —2.1623014060 | 1.6250 | —0.6856617536 0.9382731078
0.6875 0.4305074681 —2.4167841314 | 1.6875 | —0.5643336223 1.1039446263
0.7500 0.2591814570 —2.6546638795 | 1.7500 | —0.4077612307 1.2679470552
0.8125 0.0582474057 —2.8722580037 | 1.8125 | —0.2192329201 1.4334204115
0.8750 | —0.1669832195 | —3.0675028285 | 1.8750 | —0.0023849462 1.6092629011
0.9375 | —0.4105702558 | —3.2403003823 | 1.9375 0.2393968338 1.8131015559
1.0000 | —0.6662529657 | —3.3928813898 | 2.0000 0.5038331919 2.0760491787
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Table 1 presents the numerical solution to the problem (17), (18) with proximity 1.393,

le.:

Table 2 — The numerical solution to the special Cauchy problem (17), (18) for the 2-d iteration

[v™ (#) = v*(@)]| < 1.393.

i o) v, @ i vz, B Zono)
0.0000 0.0000000000 0.0000000000 1.0000 0.0000000000 0.0000000000
0.0625 0.1879059475 —0.0400222512 1.0625 —0.1889934728 | 0.0046784388
0.1250 0.3678351574 —0.1176215911 1.1250 | —0.3705704014 | 0.0473741620
0.1875 0.5325884300 —0.2305281090 | 1.1875 —0.5374995934 | 0.1259581385
0.2500 0.6755357925 —0.3751437811 1.2500 | —0.6831106914 | 0.2369609697
0.3750 0.8738250780 —0.7393543091 1.3750 | —0.8879901498 | 0.5365760032
0.4375 0.9208625774 —0.9465988903 | 1.4375 —0.9388331781 | 0.7131214286
0.5000 0.9297995888 —1.1613404178 | 1.5000 | —0.9518185967 | 0.8984838355
0.5625 0.8998920302 —1.3762741187 | 1.5625 —0.9261112673 | 1.0856515491
0.6250 0.8318585575 —1.5841627389 | 1.6250 | —0.8623161059 | 1.2678329783
0.6875 0.7278476117 —1.7781366499 1.6875 —0.7624327546 1.4388551096
0.7500 0.5913479276 —1.9519871628 | 1.7500 | —0.6297458977 | 1.5936132582
0.8125 0.4270454161 —2.1004440717 1.8125 —0.4686494428 1.7286004232
0.8750 0.2406312244 —2.2194299634 | 1.8750 | —0.2844016064 | 1.8425721086
0.9375 0.0385674149 —2.3062860218 | 1.9375 —0.0828043328 | 1.9374502332
1.0000 | —0.172182002 —2.3599670411 2.0000 0.1302073234 2.0196536879

Table 2 presents the numerical solution to the problem (17), (18) with proximity 0.36,

le.:

Table 3 — The numerical solution to the special Cauchy problem (17), (18) for the 5-th iteration

[v®) () — v*(®)[| < 0.36.

7 vgfgl(t) Ug’;?(t) 7 vg’gl 0) v§§;2(t)
0.0000 | 0.0000000000 | 0.0000000000 | 1.0000 | 0.0000000000 | 0.0000000000
0.0625 | 0.1050003218 | —0.0192147199 | 1.0625 | —0.1950003216 | 0.0912147203
0.1250 | 0.3826834320 | —0.0761204681 | 1.1250 | —0.3826834315 | 0.0761204690
0.1875 | 0.5555702325 | —0.1685303885 | 1.1875 | —0.5555702318 | 0.1685303902
0.2500 | 07071067806 | —0.2928932199 | 1.2500 | —0.7071067796 | 0.2928932224
0.3125 | 0.8314606117 | —0.4444297633 | 1.3125 | —0.8314696104 | 0.4444207717
0.3750 0.9238795318 —0.6173165692 1.3750 —0.9238795304 0.6173165734
0.4375 0.9807852797 —0.8049096798 1.4375 —0.9807852782 0.8049096848
0.6250 | 0.0238705321 | —1.3826834347 | 1.6250 | —0.0238795301 | 1.3826834409
0.6875 | 0.8314606121 | —1.5555702355 | 1.6875 | —0.8314696007 | 1.5555702420
0.7500 | 07071067812 | —1.7071067838 | 1.7500 | —0.7071067781 | 1.7071067913
0.8125 | 0.5555702333 | —1.8314696149 | 1.8125 | —0.5555702280 | 1.8314696252
0.8750 | 0.3826834320 | —1.9238795350 | 1.8750 | —0.3826834264 | 19238795517
0.9375 | 0.1050003322 | —1.9807852827 | 1.9375 | —0.1050003129 | 1.9807853125
1.0000 | 0.0000000012 | —2.0000000019 | 2.0000 | 0.0000000146 | 2.0000000566
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Table 3 presents the numerical solution to the problem (17), (18) with proximity 5.656 -
1078, ie.:
[0®) @) — v*(@)]| < 5.656 - 1075,

References

[1] Bykov Ya.V. On some problems in the theory of integro-differential equations, Kir-
giz.Gos.Univer., Frunze, 1957 (in Russian).

[2] Boichuk A.A., Samoilenko A.M. Generalized inverse operators and Fredholm boundary-value
problems, VSP, Utrecht, Boston, 2004.

[3] Brunner H. Collocation methods for Volterra integral and related functional equations, Cam-
bridge University Press, 2004. https://doi.org/10.1017/CB09780511543234.

[4] Hong Du, Guoliang Zhao, Chunyan Zhao Reproducing kernel method for solving Fredholm
integro-differential equations with weakly singularity, J. Comput. Appl. Math. 255 (2014), 122-132.
https://doi.org/10.1016/j.cam.2013.04.006.

[56] Hosseini S.M., Shahmorad S. Numerical solution of a class of integro-differential equations
by the Tau method with an error estimation, Appl. Math. Comput, 136 (2003), 559-570.
https://doi.org/10.1016 /S0096-3003(02)00081-4.

[6] Maleknejad K., Attary M. An efficient numerical approximation for the linear Fredholm integro-
differential equations based on Cattani’s method, Commun. Nonlinear Sci. Numer. Simul., 16 (2011),
2672-2679. https://doi.org/10.1016/j.cnsns.2010.09.037.

[7] Parts 1., Pedas A., Tamme E. Piecewise polynonomial collacation for Fredholm integro-
differential equations with weakly singular kernels, STAMJ. Numer. Anal., 43 (2005), 1897-1911.
https://doi.org/10.1137/040612452.

[8] Yuzbasi S., Sahin N., Sezer M. Numerical solutions of systems of linear Fredholm integro-
differential equations with Bessel polynomial bases, Comput. Math. Appl., 61 (2011), 3079-3096.
https://doi.org/10.1016/j.camwa.2011.03.097.

[9] Wazwaz A.M. Linear and Nonlinear Integral Equations: Methods and Applications, Higher
Education Press, Beijing, Springer-Verlag, Berlin, Heidelberg, 2011.

[10] Dzhumabaev D.S. A method for solving the linear boundary value problem for an integro dif-
ferential equation, Comput. Math. Math. Phys., 50 (2010), 1150-1161.
https://doi.org,/10.1134/50965542510070043.

[11] Dzhumabaev D.S. New general solutions to linear Fredholm integro-differential equations and
their applications on solving the boundary value problems, J. Comput. and Appl. Math., 327 (2018),
79-108. https://doi.org/10.1016/j.cam.2017.06.010.

[12] Dzhumabaev D.S. On one approach to solve the linear boundary value problems for Fredholm
integro-differential equations, J. Comput. and Appl. Math., 294 (2016), 342-357.
https://doi.org/10.1016/j.cam.2015.08.023.

[13] Dzhumabaev D.S. On the convergence of a modification of the Newton-Kantorovich method for
closed operator equations, Amer. Math. Soc. Transl., 2 (1989), 95-99.

[14] Dzhumabaev D.S. On the the solvability of nonlinear closed operator equations, Amer. Math.
Soc. Transl., 2 (1989), 91-94. https://doi.org/10.1090/trans2,/142/08.

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 49-58



58 Dulat S. Dzhumabaev, Sayakhat G. Karakenova

[15] Kantorovich L.V., Akilov G.P. Fundamental analysis, Izd. Nauka, Glav. Red. Fiz.-mat. Lit,
Moskva, 1977 (in Russian).

[16] Dzhumabaev D.S., Temesheva S.M. A parametrization method for solving nonlinear two-point
boundary value problems, Comput. Math. Math. Phys., 47 (2007), 37-41.
https://doi.org/10.1134/S096554250701006X

Jxymabaes J1.C., Kapakenosa C.I" UHTEI'PAJIJIBIK BOJIII'T CBISBIKTHI EMEC
NHTEIPAJIABIK-TUOOEPEHIIMAJIABIK TEHJAEVJIEP KYNECI YIIIH APHAIIEBI
KOIIIN ECEBIH ITETYAIH UTEPATTAJIBIK 9IICI

MaxkaJia/ia ChI3BIKTBI eMeC MHTErpasIblK- 1M depeHuaIablK, TeHIeyIep »Kyiteci yiin ap-
naiibl Komu ecebi kapacroipbuiainl. ApHaiibl Komum ecebi CBI3BIKTBHIK, €MeC OIEePaTOPJIBIK,
TeHJeY TYPIHJE >Ka3bliaibl. KapacThIPBIILIIT OTBIPFAH €CEITi MIENTy/iH, UTePaIusiIbIK dJIici
KYPbLIJbI KOHE OHbIH, 2KUHAKTBLIBIK, [ITAPTTAPbl TaraliblHIAJI/IbI.

Kinrrix coznep. Co3bIKTHI eMec PperosbM UHTErPaAJIIbIK-1rudPepeHnaaablK TeHIeyi,
apuaitel Ko ecebi, mapamerpey oici, orepaTopyblK TeHIEY, UTEPAIUSIIBIK, 9IiC.

Jzxymabaes J1.C., Kapakenosa C.I. UTEPAIIMOHHBIN METO/1 PEIINEHN S CITEITN-
AJIBHOI1 3AJJAYN KOIIM AJ19 CUCTEMBI MHTETPO-ANPPEPEHIINAJIBHBIX
YPABHEHUI C HEJIMHENMHON UHTEIPAJIBHOM YACTBIO

B sToit craThe paccMmaTpuBaeTcs cnenuaJibHas 3a1a4da Koy Jiis cucTeMbl HeJTMHEHHBIX
uHTerpo-auddepennuanbabix ypasaennii. CrernuabHast 3ajada KON 3alliChIBAETCA KaK
HeJInHeiiHOe omepaTopHoe ypaBHenne. [[ocTpoeH nTeparmoOHHbII METO PeIleHusT PacCMaTPH-
BaeMOl 3aJlaul U YCTAHOBJIEHBI YCJIOBUS €0 CXOJIMMOCTH.

Krouesnre ciioBa. Henuneiinoe unrerpo-auddepentuaibuoe ypapuenne Dpearosbma,

crieruagbHas 3ajiada Ko, MeTos mapaMeTpusaluu, OlepaTopHoe YpaBHEHHUE, UTEePAIUOH-
HBIII METOJI.
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Abstract. The class of regular splines generalizing such cases as cubic splines, rational splines with one
pole, some classes of hyperbolic, trigonometric, parabolic and cubic splines with additional knots, and
others is considered. The theorem of the existence and the uniqueness of interpolating regular spline is
proved. The error estimates on the classes of continuous functions by interpolating regular splines are

obtained.

Keywords. Regular splines, generalized splines, rational splines, error estimation.

1 Introduction

The term "regular spline” appeared first in Schaback’s work [1] where the author con-
sidered an interpolation problem for general nonlinear classes of regular splines including
some cases of exponential, trigonometric, rational functions and their combinations. Differ-
ent properties of such regular splines and their applications were considered in the works of
Arndt [2], [3], Werner [4], Werner and Loeb [5], and other authors. Later in the papers [6], [7]
we considered regular splines (with another conditions of regularity) generalizing such splines
as Spéth’s rational splines with two poles [8], splines in tension [9], (see also [10] ), and others.
In the paper [11] there was investigated a problem of approximation of continuous periodic
functions by interpolatory regular parabolic splines, considered in [12].

In this paper we consider the problem of approximation of continuous functions by the
class of regular splines generalizing such splines as Spath’s rational splines with one pole [8],
some classes of hyperbolic, trigonometric, parabolic and cubic splines with additional knots,
and others. We prove the theorem of the existence and the uniqueness of interpolatory spline
and error estimates on the classes of continuous functions. In [13] the local approximation of
continuously differentiable functions by such regular splines was considered.

2010 Mathematics Subject Classification: 41A15, 26A06.
© 2019 Kazakh Mathematical Journal. All right reserved.
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2 Definition of Interpolatory Regular Spline (IRS)

Let C'" be the class of functions continuous together with their k-th derivatives on the
closed interval [0, 1] (r = 0,1,...; CY% = (), C7 is the corresponding class of 1-periodic
functions. Let H, = {x;}§ with

O=xp<n<..<z,=1

be a partition of the interval [0, 1].
Let the function S, (z) have on each subinterval [x;, z;11] the form

S, (z) = A; + Bt + Cit® 4+ Djuy(t), (1)

where t = (x — x;)/hi, hi = ®iy1 — xi, Ai, By, Ci, D; are real coeflicients, w;(t) are given
functions.

Definition 1. We shall call the function Sy (x) regular spline if the functions u;(t) (i =
0,1,...,n) satisfy the following (regularity) conditions:
a) second derivatives u, (t) are monotone on [0,1],

b) u; (t) are not identical constants on [0, 1].

To every function f € C (or f € C~’) we assign its interpolating regular spline (IRS)
Sn(f,x), i.e. spline (1) such that

Sn(f7x2) :f($l) = fia i:O,l,...,TL, (2)
with boundary conditions

Su(f:0) = (f1 = fo)/hoy  Syu(f1) = (fa = fa1)/hn—1; (3)
and for f € C
SO(1,0) =89 (£,1), j=1,2. (4)
3 Existence and Uniqueness of IRS

Denote
S, (f,zi)=m;, i=0,1,...,n. (5)

Then coefficients of IRS S, (f,x) can be found from interpolation conditions (2):
S(zi) = Ai + Diu;(0) = fi,
S(wit1) = Ai + Bi + C; + Diwi(1) = fipa,

and smoothness conditions (5):
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) = B Doy =
S'(z;) = h, + I, u; (0) = my,
B; QCZ‘ D;
S/(IEH_l) = h71 + h; Eu;(l) = Mi41,
from which
1 ! !
Ai = Z |:fZ (2’[%(1) — uz(l) — UZ(O)) — UZ(O) (2f¢+1 — mi+1h¢ — mzhl)}, (6)
1 / ’
B = + [(2ui(1) = 20;(0) = wj(1)) mihi + w;(0) (2fi + Mg 1h; — 2 fm)] , (7)
1 ’ I
Ci= 4 [<fi+1 - f¢> (wi(0) = ui(1))
+(ui(1) — u;(0)) (migr — ma) by + (miu;(l) - mi+1u;(0)> hz} : (8)
1
D; = A {2 <fi+1 - fi) —mih; — mi+1hi:|a (9)
where
Ay =2(ui(1) — wi(0)) — (u;(1) + u(0)), (10)
and spline S,,(f,z) can be represented in the form:
(1 At
Su(F.2) = o= At) + Fron Alt) + mib D oy L ()
where .
Bit) = 14 - 12(ui(t) — wi(1)) + w(0)(1 = )% + uy(1)(1 = %) |, (12)
pilt) = [ui(1) — wi(t)] + [s(0) — wi(1)] (1 — £)% + u; (1)E(t — 1), (13)
i(t) = [wi(1) = wi(®)] + [wi(0) = wi(1)] (1 = ) + u;(0)¢(1 — t). (14)
The values
mi, i=1,2,...n—1,
can be found from condition of continuity of second derivatives
Sy (frzi+0)=S8, (fyzi—0), i=1,..,n—1, (15)
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and boundary conditions (3)—(4).
Thereby we obtain the system:

o ()], i), el | e

Aifl )\zmzflﬁL Aifl )\z Az Wi | m; + Az M54

S e L ) R et W N R E S R (16)
7 i—1

where \; = hi/(hi—1 + hi), i =1—\;.
Depending on boundary conditions we add to the system (16) the following equations:
for the type (3)
mo = (f1 = fo)/ho, mn = (fn = frn-1)/Pn—1;

for the type (4) we add the equation with ¢ = n such that

Intk = fry Mntk = MEy Ak = Mgy itk = pg, k are integers.

wi(t) it
AT A

Now we establish some properties of the functions Bi(t), and their deriva~

tives.

Property 1. For alli=0,1,...,n — 1 the following relations hold:
@i(t) — ¥i(t)
a) A
Ui () oy (t)
A; A;
Proof. The proof immediately follows from (13), (14), and (10).

= t(1 —t), from which it follows

=2

Property 2. For alli=0,1,...,n — 1 the following relations hold:

a) QD"A(?) =0, *"iA(il) —0;

. wQA(?) _1, wi(j) o,

c) the functions m are monotonically increasing and change its sign on the interval
[0;1], d.c. ‘pi(io) <0, ‘pi‘l) > 0;

d) 0< 902(;) <1 -t).
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Proof. Statements a) and b) follow immediately from (13).
#it) g

Let us prove c¢). From regularity conditions and (13) follow monotonicity of L

;(t)
A

%

Further note that

concavity of

1 !
p;(t) dt = 0,
0o 4

i(t)
A;

©:(0)
A;

point £ € (0;1) such that

and since < 0, i.e. there exists a

> 0, there are points on (0;1) where function

%A(g) = 0. Then by Rolle’s theorem there exists a point n € (&;1)

! ! ! (1 !
such that %A(n) = 0 and seeing that %A(O) =1, M < 0, and M = 0 the function L(t)

Pi (0)

; (1)
A, < 0 and A,
wi(t)
A;

< 0, then there exists a point 7; € (0,1) such that

is monotonically increasing, > 0.

To establish d) let us prove first that

©i(&)
A

> 0. Indeed, if there exists a point &; € (0, 1)

Pil1n) = 0 and function

A,

wi(t) @, (t)

must have at least two variations of sign on [0, 1], which contradicts regularity conditions.

¥i(t)
A

such that

has at least four zeros considering multiplicity on [0,1]. Then the function

Similarly, we can show that

@i(t) Yi(t) :
— _ — <
i t(1—t) = =S 0, from which

The property is proved.

< 0. Further, using last inequality and Property 1, we

vi(t)
A;

have <t(l—t).

Similarly, we have

Property 3. For alli=0,1,...,n — 1 the following relations hold:

VA Tt A
Gi(0) _ o i) _
b) A, =0, A, =1
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by (t)
A,
¢; (1)

A;
<0.

¢) the functions are monotonically increasing and change its sign on the interval

W; (0)
A

d) tt—1) <

[0;1], i.e.

<0,

Pi(t)
A;

Let us consider some properties of the function (12).

> 0;

Property 4. For alli=0,1,...,n — 1 the following relations hold:
a) Bi(0) =0, B;(1) =1;
b) 5;(0) =0, 5;(1) =0;

c) the functions B;(t) are monotone on the interval [0;1] and 0 < S;(t) < 1.

Proof. Statements a) and b) follow from (12). To prove c¢) note that the functions j;(t)
must be monotone, otherwise their first derivatives will have at least three different zeros on
[0; 1] and therefore their second derivatives will have at least two variations of sign, which
contradicts regularity conditions (see Definition 1).

We now can prove the theorem

Theorem 1. For any function f € C (or f € 5) there exists a unique regular spline Sy (x) €
C? (or Su(x) € C2) of the form (1) satisfying interpolation conditions (2) and boundary
conditions (3) (or (4)).

Proof. To prove this theorem it is sufficient to show that matrix of the system (16) is strictly
diagonally dominant. We recall that matrix A = (a;;) is strictly diagonally dominant if

ri o= lag| = Y laij| > 0 Vi. (17)
J#

From Properties 1, 2, 3 and system (16) we have:

i o= |ag| — Z |agj]

J#i
|, do | e ¥ (0)
N A Ai = A; Hil = A1 Ai — | A, i
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i.e. the coefficient matrix of the system (16) is strictly diagonally dominant. This proves the
theorem.

4 Error estimates for continuous functions by IRS

Theorem 2. Let f € C (or f € C) and let IRS Sn(f,x) of the form (1) satisfy interpolation
conditions (2) and boundary conditions (3) (or (4)). Then on each of the segments [x;, x;y1]
the following inequality holds

Sn(f;x) = f(x)

< [1+ %5} w(f,h), (19)

where v = max{ ﬂ;,(o) ﬁ;l_1(1)

}, Bi(t) are functions determined in (12), § = h/h, h =

)

max h;, h =minh;, w(f, h) is modulus of continuity of f.

Proof. From (11) we obtain:

Sn(fr ) = f(x)

fi(L = Bi(t) + fit1 Bi(t)

+mih; %A(j) + miq1h; ¢2(f) - f(m)'
<|f0= 80 + i) - 160+ [ PO . (20)
Since 0 < f;(t) < 1 (see Property 4), we have
fil = Bi(t)) + fixa Bi(t) — f(2)| <w(f, ). (21)

As the system (16) is diagonally dominant, then its solution satisfies the inequality (see
for example [14], p. 334)
d.
| += ma ] < max % (22)
1 7 T

where d; is the right side of the system (16), r; is defined in (17). Then from (22), (16), and
(17) we have
(Mz’

5O+ 2 [8L0)]) win
2 b

|[m || < max (23)

where h = min h;, h = max h;.
K3 (]
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In consideration of Property 1, (21), and (23) from (20) we obtain

< w(f,h)+ht(l—t)max <M B;(O)‘ A 5’{/—1(1)‘) “w(f,h)

i 2 h
(Mz’

Sn(f;x) = f(x)

5;’(0)( N

<w(f,h) + max ﬂg‘l(l)b hw(f,h)

8 h
[ (1as] 87 @ + 1 |81, 1)) i
< [1+ mZeLX 3 0| w(f,h)
max{|8; (0)|, [8_,(1)]} ] , ]
<1+ 5 5 w(f,h)g[l—l—g-d}w(f,h). (24)

The theorem is proved.
We denote by I/Vp1 the space of functions for which f is absolutely continuous and f € Ly,

(1 < p < o0) on the interval [0, 1]. Wpl is the corresponding class of 1-periodic functions.

Theorem 3. Let f € W, (or f € ﬁ/\g) (1 <p< o) andlet IRS S,(f,z) of the form (1)
satisfy interpolation conditions (2) and boundary conditions (3) (or (4)). Then on each of
the segments [x;, z;+1] the following inequality holds

Suf.) = @) < 2o+ T s ] Rall £, (25)
where v = max{|B; (0)|, |8;_1(1)|}, Bi(t) are the functions defined in (12), h = maxh;,
/ Tit1 ’ p % h:
|| f Hp:mZaX i f(:n)‘ dz | dzmzax{ﬁ,l}, 1/¢g+1/p=1.

Proof. From representation (11) and Property 1 we obtain:

Sn(f,x) = f(x)

fi(L = Bi(t)) + fir1 Bi(t)

vi(t)
A;

]

@i(t) —'wi(t) ‘

+mjh;

+miy1h;

< L= Bi(e) + fova Bilt) — £(2) i

T |\m||\
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fi(l = Bi(t)) + fir1 Bi(t) — f(x)| + (1 —t) hi |[[m]] . (26)

Using Taylor’s expansion, Property 4, and Holder’s inequality for the first summand in (26),
we have

[i(l=Bi(t) + fix1 Bi(t) — f(x)

xT

_ ’( o~ | f’(t)dt) (- Bie) + <f(:v) - f’(t)dt) Bilt) — ()

Ti+1
T

_ ’(1 (1)) / fOdt +5i(t) [ f (bt ‘

Tit1

/ ’ 1 - ’
<|a - e, + o - 0w, | < e en
For the second summand in (26) from (22) and (17) we obtain
h; dil _ hi i1 —fi o i — i1y o
’t(l —t)h; HmH‘ < 4max’r| < — max f+1h f 1B (0) fhfl)‘i/@i—l(l)‘
) i % % i—1

h’i / — " , _ "
< 2 (1 b2/l O+ 1 122 N84 1)

]. " " - /
< g max (jul 7 (0)] + Nl (1)) 677 )1}, <

50|, |8
From (27) and (28) follows (25). The theorem is proved.

761/17

— R (28)

where v = max{ ,
3

5 Examples

1) Substituting the functions u;(t) = 3 (i = 0,1, ..., n—1) in representation (1), we obtain
the usual polynomial cubic splines. Considering this case in Theorem 2, we obtain the known
result for the cubic splines ( [14], p. 102):

S.(f0) — ) < (14 70) wlrih) (29)
2) For the functions
k
wi(t) =Y di(t — ;)3
j=1

we have parabolic splines with additional knots.
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3) For the functions

we have cubic splines with additional knots.
4) For the case
t3
14 pit

U; (t)

we obtain Spéth’s rational splines with one pole ( [8], §6.3).
The following constructions and their combinations can also be considered:

5) ui(t) = vVt + oy, a; >0
6) ui(t) =In(t+ o), & >0
7) ui(t) = e®it.
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Blemarymos M.P. Y3LJIICCI3 ®YHKIINAIAPABI PETYJIAPJIBI CIIAMTHIAPIBIH
BIP KJIACBIMEH 2KVYBIKTAY

Byt xKyMBICTa perymsipiibl crutaifHaap IbIH 6ip Kachl KapacThipbuiaasl. OJiap criaiHiap-
JIBIH, KeJleci TypJiepil: KyOTHIK, CIIAHIAP/IbI, Oip MOIIOCT] paIOHa I CILTARHIaP bI, KOCBIMIITA,
Tyiingepi 6ap runepbosIaIbK, TPUTOHOMETPUSIIBIK, TapabosIaIbIK, 2KoHe KYOTHIK, CILIafHIap-
JIbI ZKoHe DACKAJIAPBIH KA IIbLIaN b

Kinrrix cesmep. Perymnsipibl ciutaiingap, »KaJllbLIaHFaH CIIAMHIAD, )KybIKTay Oarajiayia-
PBL.

Ucmarynos M.P. AIIIIPOKCUMAIINS HEIIPEPBIBHBIX ®YHKIIAN OJJHUM
KJIACCOM PET'Y/IAPHBIX CIIJIATHOB

PaccmaTpuBaeTcs Kiace peryisipHbIX CIIAIHOB, 0000IIAIONINX, B YaCTHOCTH, KyOUUIecKue,
paIMoOHAIbHBIE CIUIAWHBI C OJHUM IIOJIIOCOM, HEKOTOPBIE KJIACCHI TMIIEPOOINIECKUX, TPUTO-
HOMETPUYIECKUX, MapabOJIMIeCKUX U KyOMYECKHX CIUIAMHOB C JIOIOJTHUTEIbHBIMEU Y3JIaMU U

Apyrue.
Kimrogesnpre ciioBa. Perymsipable ciiiaifHbl, 0000IIEHHbIE CILIAWHBI, OIEHKN TPUOJINKEHUS.
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Abstract. In the paper we study problems of global unsolvability of shallow water equations. For
certain initial-boundary problems for the shallow water equations, we obtain necessary conditions of the
existence of global solutions. The proof of the results is based on the nonlinear capacity method. In

closing, we provide the examples.

Keywords. Shallow water, blow-up solution, Kawahara equation, Kaup-Kupershmidt equation, initial-
boundary problem.

1 Introduction

In the paper, we study some shallow water equations as below:
O+ ad>u + BI3u + yOpu + pudyu = 0, (z,t) € R x (0,T), (1)

dpu + addu 4 BO3u + yOpu — pdyudiu = 0, (2,t) € R x (0,7), (2)

with initial data
U(QT, O) = UO(x)v (3)

where o # 0, 8,7 and p are real numbers.

The model (1) is also called the Kawahara equation [1]. It arises in study of the water
waves with surface tension, in which the Bond number takes on the critical value, where the
Bond number represents a dimensionless magnitude of surface tension in the shallow water
regime (see [2], [3]). Equation (2) is often called the Kaup-Kupershmidt equation [4]. The
models have arisen in the study of capillary-gravity waves [5], [6].
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If o = 0, the model (1) reduces to the well-known Korteweg-de Vries equation
Opu + BOu + yOpu + pud,u.

In [7] Huo proved the local and globall well-posedness of the problem (1)—(3) in Sobolev
spaces by the Fourier restriction norm method. Note that the local well-posedness of the
equations (1), (2) with initial data (3) in several Sobolev spaces was studied in [8], [9], [10].
This paper is devoted to blowing-up solutions of the above equations, more precisely,
to solutions that blow up in a finite time. The approach to the problem is based on the
Mitidieri-Pokhozhaev nonlinear capacity method [11], [12], more precisely, on the choice of
test functions corresponding to the initial and boundary conditions under consideration.

2 Blow-up of solution of the Kawahara equation

We consider a test function ¢ € C®([a, b]) defined on the domain a < x < b with arbitrary
parameters a,b € R and monotonically nondecreasing:

¢'(x) >0 for x € [a,b], (4)

and let the function ¢ satisfy the following properties:

b
0, = f (a¢(5)+ﬁ<§///+7§0/)2 di < oo

b, (5)
0y = f%dm < 0.

a

Suppose the classical solution u(z,t) € C'tl’f (R x (0,7)).
Multiplying the Kawahara shallow water equation (1) by the test function ¢, we have

b

b
/&u(m,t)go(a:)dx = —a/@iu(x,t)cp(m)dac

a

b b b
—B/@gu(:v,t)gp(:v)dx—7/8xu(;v,t)g0(:n)dx—u/u(ac,t)@xu(x,t)gp(:v)dx.

Integrating by parts the last equation, we have

b

b b
/ut(:v,t)cp(x)d:v = a/u(m,t)¢(5)(:ﬁ)d:ﬂ—|—ﬂ/u(:1:,t)<p"’(a:)d:n

a
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b b
+ / u(w, )¢/ (v)do + & / u2(z, )¢ (x)dx + Blu(x, 1), o(x))

a

r=b

: (6)

r=a

where
B(u(x,t), () =« <8§ug0 — Zﬁuap/ + 8£ug0” — Opu” + uap(4))

+4 (8§ugp — Opu’ +up”) + yup + gu2cp.

Then, using properties (4), we find

b
/ (2u(w,t) (0™ (@) + 8" (2) +1¢' (@) ) + p (@, )¢ () ) de

b 2
_ (i ap® (@) + Be" (2) + ¢/ (@) \ o\
_/<\/ﬁ (z,1) + N ) @ (z)d

a

dz.

1 /b (ap®) (@) + 8" () +1¢'(2))”
1 @' ()

a

We denote by w(z,t) the following function

O (@) + 8¢ (2) +1¢'(2)

= J/uu(z v
w(z,t) = /pu(z,t) + Vi (@)

We introduce the following functional:

b

F(t) = /w(m,t)go(x)dx.

a

By using the Holder inequality for the functional F'(t), we obtain the following estimate

b 2 b b

/ wiz, p()de | < / w?(z, 8)¢ () dz / o)

a a a

Therefore, using the properties of the test of the function (5) for the expression (6), we obtain
the following first order differential inequality

Py 2 e - (7)
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with initial conditions

b

ao®) (2 "o "2
F(O):/<\/ﬁ%($)+ (@) + B (x) +1¢( ))w(x)dx,

Ve (z)

a

where ®(t) = B(u(b,t),£(b)) — B(u(a,t),£(a)). Then the following results are true

Theorem 1. Let ug(x) € L'([a,b]) and let the solution u € Ctlf (R x (0,7)) of the Kawahara
shallow water equation (1) be such that there exists a function ¢ satisfying conditions (4),

(5) such that
O(t) > o forall t >0,
where o 1s a some constant.

Then

(A) if 0 > b2, then F(t) — +oo at t — T, where

. o/a [« F(0)
1 a— (2 arctan 91(0—62)>

(B) if o =02 and F(0) > 0, then F(t) = +oo at t — Ty, where T3 = ;f?é);

(C) if o <60y and F(0) > 24/6,1(02 — o), then F(t) — 400 at t — Ty, where

T — Vo1 lnF(0)+2\/91(92—0)
ST VB —0 F(0)-2/0.(0;—0)

Applying the theory of ordinary differential inequalities, we can prove Theorem 1.
Example. Note that the trial function method has great practical convenience. For example,
if in the problem (1), (3) with 5 = 0 on the interval [0,1] there are given Dirichlet type
boundary conditions

u(0,t) =0, u(1,t) =0,
92u(0,t) = 0, O%u(1,t) =0,
O2u(0,t) + 403u(0,t) + 249,u(0,t) = 0, t > 0,

then, if taking a function of the form ¢(z) = (1 — x)%, we obtain

1
01 := 72, 0y = o
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and
®(t) =0 for all t>0.

Hence it follows from Theorem 1 that under condition
1
/ uo(z)(1 — x) 4d:c > — fﬂy
0

the solution of the problem (1), (3) is blowing up in finite time

VBF(0) + 7
= o) —

3 Gradient blow-up of solution of the Kaup-Kupershmidt equation

In this section we obtain a result on the ”"soft blow-up” for the initial problem (2), (3)
in the bounded domain. Suppose that there exists a smooth bounded classical solution.

Differentiating equation (2) with respect to the space variable, we obtain

2 u+ adlu + Botu + v0%u — pdyudiu — pd*udiu=0,a <z < b, t > 0. (8)

We consider a test function ¢ € C°([a,b]) defined on the domain a < x < b with arbitrary

parameters a,b € R and nonconvex:
¢"(x) >0 for x € [a,b],

and let the function ¢ satisfy the following properties:

b
(5) " 72
wi = [ (ad Hi)d,’, 7€) 2 < o0
ab ,
Wy 1= f%dw < 0.
a

9)

(10)

Multiply the equation (8) by a test function ¢(x). Let d,u = v. Then, integrating by

parts, we see that

d

b b
-l—’y/ v(z, )¢ (z)dx + g/ v (x,1)¢" (z)dz + M(v(z,t), ¢(x))

b b b
o /a v(z, )o(z)dz = o / v(z,t)¢®) (z)dz + / v(z, t)¢" (z)dz

r=b

, (11)

r=a
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where
M(v(a,1),6(x)) = —adfv(z,)é(x) + adiv(z, )¢ (z) - adfv(z, )¢ ()
+aduv(z,1)¢" (x) — av(z, )\ (z) — pOv(x, )p() + POz, )¢ (x) — Bu(z, 1)¢" (z)
—yv(@, () + 50,0 (x, 0)6(x) — Lol )9 (@),
We denote by w(z,t) the following function

¢ (z) + B¢" () +7¢'(z)

w(z,t) = /po(z,t) + V()

,By using the Holder inequality for the functional

b
H(t) = [ iz, 06z,

we obtain the following estimate

b 2 b b

/ w(z, Hé(x)dz | < / w?(z, )¢ (x)dx / iiggdx

a a a

We introduce the notation ®(t) = M(v(b,t), (b)) — M(v(a,t),d(a)). Suppose that there
exists a test function ¢(x) for which ®(¢) is independent of time. If there is no such function,
then ®(¢) must be considered separately, for example, assuming that the constant independent
of t is bounded above.

Consequently, by properties (9) and (10) for the function H(t) we obtain the following
ordinary differential inequality

-1
H'(t) > %H%) — W, (12)

where w = $b — D(t).

Applying the theory of ordinary differential inequalities, we obtain the following result.

Theorem 2. Let ug(z) € H'([a,b]) and let the solution u € C'tlf (R x (0,T)) of the equation
(8) be such that there exists a function ¢ satisfying conditions (9), (10) such that

b

a (5) T " o
H(0) = / (ﬁug(az) + o) +\/ﬁﬁi/((x)) + ¢ )> (x)dr > w\/2ws.

a
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Then the global (in time) gradient solution of the equation (2) is blowing-up in finite time
and the following estimate holds:

—1
1+ ho exp (2h0\/2W2 t) B QWQ_IH(O) —w

H(t) > wv2wo , ho -
1 — hpexp <2hm/2w2_1t> V2w 1H(O) +w
and hence
2
lim H(t) = 400, T" = —mlnvm\.
t—T* 2w
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Komkap6aes H.M., Tepebex B.T. TASI3 CY TEHAEVJIEPTHIH IIEITIMIHIH KITPA-
VBI

MaxkaJstasia Tass cy TeHAeY/IePiHiH, TJI00a Ikl MeNiIiMCI3Iiri Moceesiepi KapacTbIPbLIaIb.
Tas3 cy Tenjeymepine KOMbLITaH Keiibip 6acTalKbI-IIIETTIK ecenTep YIIH riIobaIbl MIemmiM-
nepain, 6ap GOJIYBIHBIH, KAaXKeTTi IapTTapbl ajbiaran. Horwmkesnepmin, npsesiieyi ChbI3bIKTHIK,
eMeC CHIUBIMJIBLIBIK, 9JliciHe HeTi3ienreH. KophIThIHIBIIa MBICAIIAD KEeJATipiJIreH.

Kinrrik ceznep. Tass cy, memimuin kupaysl, KaBaxapa Tenmeyi, Kayn-Kynepmvunar Ten-
Jeyi, bacTanKpI-IIIETTIK ecell.

Komkap6aes H.M., Tope6ex B.T. PABPYIIIEHIE PENIEHNS YPABHEHUI MEJI-
KO BOJBI

B craTbe paccmaTpuBaioTcs 1mpobJieMbl TJI00AIBHON HEPA3PEITUMOCTH yPABHEHUI MeJIKO
BOAbI. [l HEKOTOPBIX HAYAJIBLHO-KPAEBBIX 331449 IJjIs yPABHEHUI MEJKOW BOJbI IIOJIYIEHbBI
HEOOXO/IMMbIE YCJIOBUS CYIIECTBOBAHUS IVIODAJBHBIX perieHuii. JloKka3aTebCTBO Pe3yIbTaTOB
OCHOBAHO HA METOJIe HEJUHEWHOW eMKOCTU. B 3aK/oueHne IpuBeIeHbl TPUMEDHDI.

Kurogesnie ciioBa. Meskast Bojia, paspylienne perienns, ypasaenne Kapaxapnol, ypasHenue
Kayna-Kyneprimuira, HadaabHO-KpaeBast 3ajada.
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Preliminaries. We consider theories in first-order predicate logic with equality and use gen-
eral concepts of model theory, algorithm theory, constructive models, and Boolean algebras
found in [5], [6], and [7]. Generally, incomplete theories are considered. In the work, we con-
sider only the signatures which admit Godel’s numberings of the formulas. Such a signature
is called enumerable.

In model theory, the notion of first-order definability is often used as a base. Along with
this, there is a thinner concept of first-order 3 N V-definability, namely, presentability via
formulas that are equivalent to both an 3-formula and a V-formula in the theory. In this
article, we systematically follow the algebraic approach manipulating with 3 N V-presentable
formulas. As a 3NV-formula () of signature o, we mean a pair of formulas (¢°(Z), p*(Z)) of
signature o together with the domain sentence DomEA(p(z)) = (VZ)[p¢(Z) <> ¢*(Z)], where
©°(7) is an 3-formula, while ¢*(Z) is a V-formula of signature . The formula ¢(Z) is said to
be 3N V-presentable in theory 7' if its signature matches 7'; moreover, T+ DomEA(¢(Z)). If
¥(Z) is a quantifier-free formula, DomEA(¢(Z)) is supposed to be a generally true formula.
If 5 is a finite set (or a sequence) of 3 N V-formulas ¥;(Z;), ¢ < k, we denote by DomEA(s)
the conjunction A;_, DomEA(1);(Z;)).

By L(T), we denote the Tarski-Lindenbaum algebra of formulas of theory T" without free
variables considered together with a Godel numbering ; thereby, the concept of a computable
isomorphism is applicable to such objects. The following notations are used: PC(o) is pred-
icate calculus of signature o, i.e., a theory of signature o defined by an empty set of axioms,
SL(o) is the set of all sentences of signature o, FL(0) is the set of all formulas of signature o.
When estimating types of quantifier prefixes, we suppose that any considered formula is re-
duced to a prenex normal form, cf. [8, Ch. 1, Ex. 1.36]. By [X]? we denote a theory of signature
o generated by the set X C SL(0) as a set of its axioms. The sign + is used to specify addi-
tional axioms for theories. For instance, [T'+ @] means a theory 7" obtained from the source
theory T by adding a sentence @ as an extra axiom. By GR, we denote graph theory of signa-
ture o, = {I"?} defined by axioms (Vz)-I'(z,z), (Vz)(Vy)['(z,y) <> I'(y,z)], while GRE is
an extension of GR defined by the extra axioms (3z,y)I'(z,y) and (3z,y) [(z # y)A=L(z,y)].
For theories, f.a. means finitely ariomatizable.

A finite signature is called rich, if it contains at least one n-ary predicate or function
symbol for n > 2, or two unary function symbols. For two signatures o1 and o9, o1 is said
to be covered by o9, written o1 < o9, if there is a mapping A : 01 — 09 such that for all
s € o1 the following conditions are satisfied: (a) s and A(s) are symbols of the same type
(either predicates, or functions, or constants); (b) arity of s < arity of A(s) whenever s is
either a predicate or function symbol. By definition, the following relation takes place for an
arbitrary finite signature o:

o is rich < {P*} <o or {f,h'} <o or {¢*} <o (0.1)

A formula 6(x) is said to be presenting a distinguished element (constant) in a theory T' if
formulas (3z)0(x) and (Vy)(Vz)[0(y) A O(z) — (y = z)] are provable in T. For a constant
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symbol ¢ that is not included in signature o, the claim on the universe set, all o-symbols are
defined c-trivially means the following set of formulas:

@  (Vzi...x4)P(21,...,2,), P"€o0, (0.2)
(b) V:cl...mm)(f(ml,...,wm):ajl), fMeao,
(¢) a=c, for each constant symbol a€o.

Let T be a theory of signature o, U' € o, and let ¢y, ..., ¢, be new constants. We denote
by T{ci, ..., cx) a theory of signature 7 = c U{U(x)}U{ci, ..., cx} defined by the following set
of axioms:

1°. /\0<i<j<k(ci # Cj);

2°.U(z) ¢ (z#ca Ao ANz # c),

3°. all axioms of T are satisfied in the domain U(x),

4°. all o-symbols are defined trivially outside the domain U(z).

The theory T{cy, ..., cg) is said to be an external constant extension of T by constants cq, ..., Ck.
Theories T" and S of signatures 7 and ¢ such that 7 N o = & are called first-order 3N V-
equivalent or algebraically isomorphic, written as T =, S, if there is a theory H of signature
TUo such that T'=H [ 7, S = H | 0; moreover, o-symbols are 3N V-definable in H relative
to T-symbols via an effective scheme of expressions, while 7-symbols are 3 N V-definable in
H relative to o-symbols via an effective scheme of expressions. We turn to a general-model
version of the concept. Theories T" and S are called first-order equivalent or isomorphic,
written as T' = S, if similar relations are satisfied with the ordinary first-order definability
instead of 3N V-definability. It is obvious that T'~, S = T =~ S, for all theories T and S.

1 Interpretations for finitary first-order combinatorics

We accept a standard concept of an interpretation of theory Ty in the domain U(x) of
theory Ti, cf. [9,Sec.4.7]. An interpretation I : Ty »— T} is defined by a mapping i, called
the basic assignment, from signature symbols of theory Ty into formulas of theory 7T7. In
a certain sense, the mapping i must preserve the number of free variables; moreover, these
variables should be bounded in the domain U(x). An n-ary predicate is mapped into a
formula with n free variables, an n-ary function into a formula with n+1 free variables, while
a constant into a formula with one free variable. Inductively, the mapping i is expanded
up to a mapping I : FL(0g) — FL(01). Any interpretation I has to satisfy the following
conditions for all ¢ € SL(op): (2@ 11 F (3z)U(x), ® To F ¢ = T+ I(p). An
interpretation [ is said to be faithful if the following extra condition takes place for all
w € SL(og): To ¢ < TiF I(p). Aninterpretation [ is said to be effective if transformation
¢ — I(p) is defined by a computable function with respect to the Godel numbers.

Given an interpretation I of theory Tj of signature og in the domain U (z) of theory T7. Let
2N be an arbitrary model of theory T7. By virtue of the interpretation I, it is possible to define
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all predicates, functions, and constants of signature oy within the first-order definable set
U (90) obtaining a model D9t = (U (M), o), that is said to be the model kernel of MM with respect
to I, using the notation M = K;(9M1), or a short notation 91 = K (M), when I is clear from
context. An interpretation I is said to be model-free if Mod(Tp) = {K(9) | MM € Mod(71)}
An interpretation I of theory Ty in theory 77 is said to be isostone, if it is model-free;
moreover, the following condition is satisfied: K(9p) = K(My) = Ny = My, for all
Mo, My € Mod(T1). Consider principal properties of isostone interpretations.

Lemma 1.1. Let I be an isostone interpretation of theory Ty of signature og in theory Tj.
Then, the mapping pu from L(Ty) into L(T1) defined by the rule

M([SO]TO) = [I((p)]TN wE SL(UO)a (11)

is an isomorphism between these Tarski-Lindenbaum algebras. Moreover, if I is effective, the
rule (1.1) defines a computable isomorphism p : L(T') — L(S) between the Tarski-Lindenbaum
algebras of theories T and S.

Proof. Immediately, cf. [10]. O
An interpretation I of theory Ty in theory 71} is called model-bijective, if the following
relations are satisfied:
Reference_Block (1.2)
(a) Mod(Tp) = {KON)|M € Mod(T1)},
() K(ON) 2 KOM) & MDY, for all MM € Mod(Ty).
End Ref

Lemma 1.2. Let I be a model-bijective interpretation of theory Ty in theory T1. Then, I is
faithful, model-free and isostone. Moreover, the following relations are satisfied:

(a) [KOM)|| <w < [M|] < w, for all M € Mod(11),

(b) [|K(M)|| = ||9M|, for all infinite models 9 € Mod(T7).

Proof. Immediately, [10]. O

2 Cartesian-type interpretations

Given a signature o and a finite sequence of formulas of this signature of either of the
following forms:
(@ 2= (" [e1, 952 [ea, ..., o0 [es), (2.1)
) 2 = (1", 057, .., "),
where ¢y, is a formula with my, free variables, e (yk, 2x) is a formula with 2my, free variables
such that Len g, = Len Zy = my; moreover, (2.1)(b) is just a simpler notation instead of the
common entry (2.1)(a) in the case when ey (g, zx) coincides with gy = 2z, for all k£ < s.
Starting from a model 9 of signature o together with a tuple s of any of the forms
(2.1)(a,b), we are going to construct a new model M; = M () of signature

o1 = o U{UYLULUS, ..., U} U{K" T Kmsthy (2.2)
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as follows. As the universe, we take 9| = || U A; U Ay U ... U A,, where all specified
parts are pairwise disjoint sets. On the set |91|, all symbols of signature o are defined
exactly as they were defined in 91; in the remainder, they are defined trivially; predicate
U(zx) distinguishes |91|; predicate U (z) distinguishes Ag; the other predicates are defined
by specific rules depending on the case. In the case (2.1)(b), each predicate Ky in (2.2)
should be defined so that it would represent a one-to-one correspondence between the set
of tuples {a | M = pr(a)} and the set Ay = Ug(My). Turn to the most common case
(2.1)(a). Denote by Equiv(eg, ¢r) a sentence stating that e is an equivalence relation on the
set of tuples distinguished by the formula ¢ (z) in 9. In this case, (my + 1)-ary predicate
K}, should be defined so that it would represent a one-to-one correspondence between the
quotient set {a | M = ¢(a)}/e) and the set Uy (M), where

82:(@3 2) = sk(gv 2) N _'EqUiV(Ekv on) (23)

The aim of replacement of €5, by €} using Equiv(eg, ) is to provide total definiteness of
the operation of an extension 2M(s) independently of whether the formulas ¢, k = 1,2, .., s,
represent equivalence relations in corresponding domains or not. In the case (2.1)(a), M(s)
is said to be a Cartesian-quotient extension of 9, while in the case (2.1)(b), the model D7)
is said to be a Cartesian extension of M by a sequence of formulas s.

Mention some kind of determinism for the operation under consideration.

Lemma 2.1. Given a signature o and a tuple s of the form (2.1)(a). For a fixed choice of
signature (2.2), Cartesian-quotient extension () of the model M is defined uniquely, up
to an isomorphism over M. Moreover, any automorphism A : M — M can be extended, by a
unique way, up to an automorphism A* : M(s) — M.
Proof. This statement is an immediate consequence of the construction of Cartesian-type ex-
tensions. Emphasize that, a basic idea of the construction as a whole is strictly subordinated
to achieve this key property. O
We expand the operation of an extension (initially defined for models) on theories. Given
a theory T and a tuple s of the form (2.1). By using a fixed signature (2.2) for extensions
of models, we define a new theory 77 = T'(») as follows 77 = Th(K), K = {9() | M €
Mod(T)}. In the case (2.1)(a), it is said to be a Cartesian-quotient extension, while in the
case (2.1)(b), it is called a Cartesian extension of T' by a sequence . When using an entry
T(s2), we always suppose that theory T is applicable to the tuple .

Lemma 2.2. For any model MM of theory T{sc), there is a model N of theory T such that

M = Nx).

Proof. Immediately, from description of the operation T +— T'(sc). O
In theory T'(s), the domain U(x) represents a model of theory T'. Particularly, transfor-

mation 7' — T'(s) defines a natural interpretation I, of the source theory 7 in the target

theory T'(s¢). In the common case (2.1)(a) it is called a plain Cartesian-quotient interpreta-

tion, while in the particular case (2.1)(b), it is called a plain Cartesian interpretation.
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We study main properties of plain Cartesian-type interpretations.

Lemma 2.3. Given a signature o and a tuple > of the form (2.1)(a). For a fixed choice of
signature (2.2), Cartesian-quotient interpretation I, : T — T(sx) has the following proper-
ties:

(a) the model-kernel passage is defined by rule K(DM(s))= N, for all M € Mod(T),

(b) It is 3N V-presentable,

(c) It is effective, faithful, auto-free, model-bijective, and isostone,

(d) interpretation It ,. determines in accordance with rule (1.1) a computable isomorphism
pr e s L(T) — L(T(>)) between the Tarski-Lindenbaum algebras,

(e) for any model M € Mod(T'), isomorphism jip,. maps complete extension T’ = Th(N)
of theory T into complete extension S" = Th(MN(s)) of theory T ().

Proof. (a), (b) Immediately, from construction. (c) Effectiveness of the interpretation is
checked immediately. By Lemma 2.1 and Lemma 2.2, the mapping of passage to the model-
kernel is a one-to-one correspondence between isomorphism types of models of the classes
Mod(T'(»)) and Mod(T'); thereby, interpretation I, is model bijective. By Lemma 1.2, the
interpretation I7 . is faithful, model-free, and isostone. (d) By applying Lemma 1.1. (e)
Immediately, from (a). O

Now, we pass to some class of interpretations of a more common form.

Definition 2.A. An interpretation J of a theory T in a theory S is called Cartesian-quitient
or Cartesian if, up to an algebraic isomorphism of theories, it looks like Iz, : T' = T'(32) with
a tuple of formulas ¢ of the form (2.1)(a) or, respectively, (2.1)(b); in other words, there is an
algebraic isomorphism of theories E : T'(3) =, S, such that J is presented by the following

chain of passages:
IT,%

J:T 2 T6) s, (2.4)
In the case, if we follow the general-model approach, a simple isomorphism E : T(x) =~ S
should be applied in the chain (2.4).
Obviously, any plain Cartesian-quotient interpretation is a Cartesian-quotient interpreta-
tion, while any plain Cartesian interpretation is a Cartesian interpretation.
The algebraic approach we are systematically developing in this paper requeres to accept
demands of 3 N V-presentability of all formulas in the sequence (2.1):

, (2.5)

(@ pr(Zk) is 3N V-presentable, 1 < s
1 < s.

k <
) ek (Yrzx) is 3N V-presentable, 1 < k
Obviously, demand (2.5)(b) is automatically satisfied in the case we accept (2.5)(a) for a
Cartesian extension with the tuple of the form (2.1)(b).

We denote by KD(¢) and KC(o) the sets of tuples of formulas of signature o of the
forms, respectively, (2.1)(a) and (2.1)(b), while KD and KC are unions of these sets for
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all possible (enumerable) signatures 0. By KC3~y we denote the set of all tuples (2.1)(b)
satisfying (2.5)(a), while KD5~y denotes the set of all tuples (2.1)(a) satisfying (2.5)(a,b). By
applying an entry T(sr), we always count that theory T is applicable to the tuple s, moreover,
T+ DomEA(s) is satisfied ensuring that 7" is in the domain of 3N V-presentability of each of
the formulas ¢ (Zx) and e (yxZzk), @ = 1,...,m, in the tuple s.

In this paper, we systematically follow the algebraic approach accepting demands
(2.5)(a,b) for the passage T' — T'(») in all cases when the contrary is not mentioned. More-
over, we focus our attention on the case of a Cartesian extension (2.1)(b). As for the common
case (2.1)(a) of a Cartesian-quotient extension, we concern this case of the operation for com-
parison purposes. Further in the paper, by applying an extra specifier algebraic, we point out
explicitly that the algebraic approach is accepted. For instance, passage T +— T'(5) is called
an algebraic Cartesian-quotient extension whenever s € KD5, interpretation I7 . is called
a plain algebraic Cartesian interpretation if » € KC3nv, etc.

Notice that, the interpretation I, : T~ T'(s) is 3N V-presentable for an arbitrary tuple
» € KD. We obtain some extra properties of the interpretation whenever we additionally
accept the demand of being algebraic for s.

Remark 2.4. An algebraic isomorphism of theories T' =, S represents a particular case of
an algebraic Cartesian interpretation with a tuple s¢ that is an empty sequence of formulas,
cf. (2.4).

We study Cartesian-type extensions with respect to isomorphisms of theories.

Lemma 2.5. The following assertions hold:

(a) Given a theory T and a tuple s in KD. Transformation T — T () is defined correctly
on ~-classes of theories; i.e., if T ~ S and s is an image of » relative to this isomorphism,
then » € KD; moreover, we have T(sx) ~ S{(»/). The same is also true for the case of
Cartesian extensions with s, ' € KC.

(b) Given a theory T and a tuple > in KD3~,. Transformation T — T() is defined
correctly on =~,-classes of theories; i.e., if T ~, S and > is an image of s relative to this
algebraic isomorphism, then »' € KD3~y; moreover, we have T{(s) ~, S{('). The same is
also true for the case of algebraic Cartesian extensions with s, ' € KCiny.

Proof. (a) This part represents a simplified version of (b), cf. below.

(b) From T =, S we obtain »' € KD{.,; moreover, length of > is the same as that of
s and dimensions m;, ¢ = 1,2, ..., s are common for these sequences. By virtue of T' =, S
all 7-symbols in T(») are 3N V-expressible via o-symbols in S(5¢), and vise versa, o-symbols
of S{(5/) are 3N V-expressible via 7-symbols in T'(»). From (2.2), we see that all remainder
signature symbols of T(z) are U?, UZ-1 and K", i=1,2,...,s, as well as their mirror images
used in theory S(»). These symbols are obviously mutually 3N V-expressible via each other.
Notice that, quantifiers in formulas ¢}, ¢ = 1,2,...,s, due to the member Equiv(eg, %) in
(2.3) will have identical actions in both extensions T'(s) and S(»), thus, these quantifiers
do not make obstacle within the algebraic isomorphism T'(s¢) =, S(»). Obviously, the case

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 78-104



A technical prototype of the finite signature reduction procedure ... 85

», % € RC5ny is covered by the general case KDSy. O
We study combinatorial properties of Cartesian-type interpretations.

Lemma 2.6 [COMBINATORIAL LEMMA FOR CARTESIAN-TYPE EXTENSIONS|. Given a theory
T of signature o together with a sequence of formulas »x. The following statements are
satisfied, where all pointed out passages are effective with respect to Godel’s numbers of tuples
of formulas (it is supposed that the choice of tuples is limited with the condition of applicability
to corresponding theories):

(a) Suppose that s« € KD. For any > in KD, there is a tuple »" in KD such that an
isomorphism

T3¢ 3) ~ (T(%))(%”) (2.6)

takes place; and wvice versa, for any »" in KD, there is a tuple > in KD such that an
isomorphism (2.6) takes place.

(b) Suppose that s € KC. For any » in KC, there is a tuple s in KC such that an
isomorphism (2.6) takes place; and vice versa, for any " in KC, there is a tuple 5 in KC
such that an isomorphism (2.6) takes place.

(¢) Suppose that » € KC5ny. For any » in KC5ny, there is a tuple »" in KC5ny such
that an isomorphism

T3 "5) g (T(30)) (") (2.7)

takes place; and vice versa, for any " in KC5ny, there is a tuple » in KCsny such that an
isomorphism (2.7) takes place.

Proof. Validity of these statements can be checked by applying a routine construction based
on expressive possibilities of first-order logic. O

Consider a common statement concerning compositions.

Lemma 2.7. Let [ : T — S and J : S — R be interpretations. If both I and J are algebraic
Cartesian interpretations, their composition J ol : T ~— R is also an algebraic Cartesian
interpretation.

Proof. Based on the scheme (2.4) for the case of an algebraic Cartesian interpretation, we
obtain for some s, & € KC5nv the following chain of passages T +— T(x) ~, S — S(§) ~, R.
Denote theory T'(sx) by S*. By applying Lemma 2.5(b) to the plain algebraic Cartesian
extension S — S(£) together with an algebraic isomorphism S =, S*, we find a tuple & €
K C5ny together with an algebraic isomorphism S(£) ~, S*(¢’). As a result, the following
chain of relations arise: T+ T'(3) = S* — S*(¢) =, S(§) =, R. By applying Lemma 2.6(c),
we can join successive passages via tuples s and ¢ in a single passage via a tuple £’ € KCyny,
thus, eliminating an intermediate step. Thereby, we obtain that Jol : T' > R is an algebraic
Cartesian interpretation.

Lemma 2.7 is proved. O

We pass to some principal applications of the combinatorial statement.
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Lemma 2.8. The following relation defined on the class of all theories
T = .S &g (3%,%” € KCyyv) [T(%’} ~g S ] (2.8)

is reflexive, symmetric, and transitive (that is, this is an equivalence relation). Besides, it is
possible to define a new relation by the following rule

T = .S S (3 computable isomorphism p : L(T)— L(S)) (2.9)
(V complete extension T' D T) (V complete extension S’ D S)
[S" = p(T") = (33" € RKC3w)(T"(3) 4 S'(30)].

It is also an equivalence relation on the class of all theories. Moreover, we have T = ,S =
T~ oS for all theories T and S, and Ty = 1> < T} A oIo for all complete theories T and
Ts.

Proof. Obviously, = , it is reflexive and symmetric. Now, suppose that T' = ,H and H = ,S
are satisfied. By definition, there are tuples & € KC5nvy, ¢ = 1,2, 3,4, such that T(&1) ~, H{&2)
and H(&3) ==, S(&4). By applying Lemma 2.6(c), we can find tuples &, and &4 in KC5ny such
that the following algebraic isomorphisms take place: T(£1°¢5) ~, H(§2"€3) ~q H(E37E2) ~q
S(€4°EL). Thus, we obtain T' & ,S, ensuring the transitivity property. The fact that relation
(2.9) is reflexive, symmetric, and transitive on the class of all theories, is checked immediately.
As for the pointed out links between the relations & , and =, they are derived based on
definitions (2.8) and (2.9) together with properties of the computable isomorphisms pu, cf.
Lemma 2.3. U

Relation =, defined on the class of all theories by rule (2.8) is called the relation of
integrated type. A relation = ,[ C obtained from =, by restriction on the class of all
complete theories is called the radical part of = ,. As for relation = , that is defined on the
class of all theories by rule (2.9), it is said to be the regular extension of the radical part = ;] C.
Although the right-hand side of expression (2.9) refers to the full relation & ,, nevertheless,
its radical part, = , C, is actually used because just the case of complete theories is involved
in the condition at the last line in (2.9). As an alternative manner, when we wish to compare
relation (2.8) as opposite to (2.9), the former is said to be a monolithic-type relation, while
the latter is said to be a pointwise-type relation.

We study quantifier prefixes of formulas in theories we are considering.

We consider a theory T together with a sequence » € KC5ny. Cartesian-quotient exten-
sion T' +— T'(»2) defines an interpretation Ir, : T — T(s) that is isostone, auto-free, and
model-bijective, while the passage to the model-kernel is defined by rule K(9(s)) = 9. It is
easy to check that, for any model 91 of signature o, we have 1 =19y < N(x) = (¥)y, for
1 € SL(0). Moreover, the following relation is satisfied for all ) € SL(0):

quantifier prefix of (V) is of the same type as that of 1. (2.10)
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We estimate quantifier prefixes of the key formulas.

Lemma 2.9. Suppose that demands (2.5)(a,b) are satisfied for a tuple of formulas » of the
form (2.1)(a) used in the extension T — T(30). The following estimates for quantifier prefizes
take place for all k satisfying 1 < k < s:

(a) formula &) (z,7) is an 3-formula in T,

(b) formula ), (Z,y) is 3N V-presentable in T whenever sentence Equiv(e, pi) is either
identically true or identically false in T.

Proof. (a) By definition, Equiv(eg, ¢x) is a conjunction of three formulas:

(@ (VZ)[pr(Z) — ex(Z, T)],
®  (VZ2Y)[pr(Z) A or(Y) A (@, 9) — ex(y, )],
@ (VZ)[pr(Z) A or(Y) N pr(Z) A ex(Z,9) A ex(y, 2) — ex(, 2)].

According to (2.5)(a,b), both ¢ and ¢y are 3N V-formulas in 7. From this, we obtain that
Equiv(eg, @) is a V-sentence. From (2.3), we obtain that modified formula €} (Z,7) is an
I-formula. Part (b) immediately follows from (2.3). O

New domains U;(x), i = 1,2,..., s, are obtained by applying the standard quotient con-
struction of first-order definable sets modulo definable equivalences in T'. These relations are
presented in T'(s¢) by the following formulas acting in the model-kernel:

@ @p(@) = ( CU)A (or(@), (2.11)
® £,(z,5) =@ CU)A (Y CU)A(e(2,9) -

Lemma 2.10. Formula &), is 3 N V-presentable in T(») whenever the formula €}, is 3N V-
presentable in T, fork=1,...,s

Proof. Immediately, from (2.10) and (2.11). O
Now, we formalize the operation of a Cartesian-quotient extension T' — T(sc), »x € KD,

in accordance with the informal description given in Section 2.
System of axioms of theory T'(s) includes the following sentences:

3 1° (3x) U(x),
3 2% (Fx)Ui(z),i=1,2,...,s,
v. 3% (Vo) [U(z) = -Ui(x)], i =1,2,...,s,
v 4% (Vo) [Ui(z) = —Uj(x)], 1 <i<j<s
v:  5°. All o-predicates are defined trivially outside the domain U(z),
v:  6°. All o-functions are defined trivially outside the domain U(z),
7°. (P)y, for all ¢ € SL(o), such that ¢ € X' (X' is a set of axioms of T'),
v 8% (Var..wmy2) [ Ki(@1, s @y, 2) = U(x1) Ao AU () AUR(2) ], k=1, .8,
V. 9% (VZz) [Ki(Z,2) > 2 CUAGL(E) AUk(2)], k=1, ..., 5,

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 78-104



88 Mikhail G. Peretyat’kin

va3:10°. (Vz) [2 CU A ¢(T) — (32)Ki(Z,2) ], k=1,.

v3:11°. (Vz) [Uk z) = (3z) (2 C U A g(z) A Ki (2, z))] k: 1,.

v: 12°. (VZ gzu) [ @r(ZT) A @k(7) A (T, 9) A Ki(Z, 2) A Ki (7, ) — z= u] kE=1,..,s,
va13°. (Vi z) [pr(Z) A @r(§) A KT, 2) A Ki(y,2) = €,(2,9) |, k=1,.... s,

v: 14°. (V5 2) [ @n(T) A @u(y) A Ki(Z,2) NE(Z,9) = Ki(7,2)], k=1,...,s

By FRM(sc) we denote the set of sentences included in Axioms 1°-6° and 7°-14°. The set
FRM () is called a framework of the operation T' — T'(s¢). This part of axioms participates
in the operation with this tuple s for different input theories. Actually, FRM(sr) depends not
only on s, but also on the signature o of theory 7', and on a fixed signature (2.2) accepted
for the construction T(s).

Lemma 2.11. Consider a signature o and a tuple € RD(c). Let also o1 be a fized
signature connected with o via relation (2.2). The following statements are satisfied for all
theories T of sz’gnature o:

(a) the set FRM() is finite,
(b) It is an 3N V presentable interpretation,
©) FrAe) — (@l for all € SLio),
(d) T(e) = FRM(5) 4+ {I7..(¢) | ¢ € X}, where X is a system of azioms of T,

(e) T 18 ﬁmtely aziomatizable < T(s) is finitely aziomatizable, whenever the signature of
theory T is finite,

(f) T is computably axiomatizable < T{3) is computably axiomatizable,

(g) if x € KD3y, the set FRM () consists of formulas with quantifier prefizes of complex-
ity not more than V3.

Proof. Parts (a), (b), (c) and (d) are corollaries of axioms 11°-14°. An implication = in (e)
follows from (a) and (d). We prove the back implication. Assume that A is a finite system
of axioms of theory T'(s), while X a system of axioms of T'. It follows from (c) and (d) that
A is deduced from FRM(») + (X)y. Since A is finite, by Maltsev’s Compactness Theorem,
there is a finite subset Xy C X' such that A is deduced from FRM() + (Xy)y. In view of
(d) and the demand of being model-bijective for interpretation I7 ., the set Xy has to be a
system of axioms of theory T'. Part (f) is proved similarly to Part (e). Part (g) is checked
based on the left-hand side comments to axioms 12°-14° pointing out estimates of quantifier
prefixes of each of the axioms in the set FRM () in the case » € KD4y. O

3 Exact interpretations

In this section, we study a class of interpretations that is in close connection to the classes
of Cartesian and Cartesian-quotient interpretations between theories.

Given an interpretation I of theory 7' in the domain U(x) of theory S. Interpretation I
is said to be capturing, if we have

acl(U(IM)) = |M|, for all M € Mod(S). (3.1)
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Demand (3.1) means that each element a in any model 9t of theory S is first-order definable
with constants in U(9%). For this, it is enough to focus our attention on the inclusion
aclU(9M)) 2 ||\ U(M). By Maltsev’s Compactness Theorem, we can choose a finite
collection of formulas

A (tg,x), No(tug,x), ..., As(ts, ) € FL(o), Len(u;) = my, (3.2)

called a finite realization for (3.1), such that, for any model 9t of theory S, each element a in
|90t U (D) is first-order definable with constants in U (91) by means of one of the formulas
(3.2); moreover, the following restrictions are held:

Xi(z1y ooy 2my, ) = —U(@) AN U(ZL) A oo A U(zm,), 1=1,2,..s. (3.3)

A realization system (3.2) for (3.1) is said to be normalized, if each element a € [N (IN)
in any model 9 of theory S is first-order definable under U(9t) by means of at most one
of the formulas \;(u;,x), i = 1,...,s. It is possible to apply a simple method to reduce
an arbitrary realization system (3.2) for I to a normalized form. We say that the inverse
uniqueness property is satisfied for realization (3.2) if each formula X\;(z;,z), i = 1, ..., s, has
at most one solution Zz; in the domain U(x) for any fixed element = € |9 ~U (M) in any
model 91 of theory S.

Now, we turn to the principal classes of interpretations.

An interpretation I of theory Tj in the domain U(x) of theory T} is said to be auto-free,
if the following condition is satisfied:

(VO € Mod Tt ) (Vi € Aut K(9) ) (3p* € Aut D) [p=p* [ U(M)]. (3.4)

An interpretation I of theory Tj in the domain U(x) of theory T} is said to be an ezact
interpretation if the following conditions are satisfied:

Reference Block (3.5)

(a) wnterpretation I is model-bijective;

(b) each element a in any model M € Mod(T1) is first-order definable with constants in
the set U(DM);

(c) for any model M of theory T1, an arbitrary automorphism of the model-kernel p:
K() — K(9M) can be extended up to an automorphism p* : M — M of the whole model.

End Ref

Lemma 3.1. Any exact interpretation I of theory Ty in theory 11 is auto-free, model-bijective,
and isostone.

Proof. Condition (3.5)(a) ensures that I is a model-bijective interpretation. Lemma 1.2
provides that this interpretation is isostone. Condition (3.5)(c) exactly states that I is auto-
free, cf. definition in (3.4).

Lemma 3.1 is proved. U
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The following result establishes a close connection between the concepts of an exact
interpretation and a Cartesian-quotient interpretation.
Lemma 3.2. The following assertions hold:

(a) Any Cartesian-quotient interpretation is an exact interpretation.

(b) Let J be an exact interpretation of a theory T of signature T in the domain U(z) of
a theory S of signature o. An arbitrary normalized finite realization (3.2) to the demand
(3.5)(b) for J produces a sequence of formulas of signature T

E=(P1" fers P2 fegs oo P57 ) (3.6)

together with an interpretation E from T(§) to S that is a general-model isomorphism of
theories, such that the following diagram is commutative:

r—7 g (3.7)

SN /

Moreover, the target tuple (3.6) has the form (2.1)(b) whenever accepted realization (3.2)
satisfies the inverse uniqueness property.

Proof. By applying standard methods based on Beth’s First-Order Definability Theorem,
[5, Th.5.5.4]. A sketch of the proof can be found in [11, Lem. 4.2]. O

We turn to an extra statement on exact interpretations by specifying environments avail-
able in the proof of Lemma 3.2 as well as in their yields:

Lemma 3.3. Let J be an exact interpretation of a theory T of signature T in the domain
U(z) of a theory S of signature o, with a tuple of formulas (3.6) yielded by applying Lemma
3.2 to a given normalized finite realization system (3.2). Let also the following conditions be
satisfied:

Reference Block (3.8)

(a) the domain formula U(x) is 3 N V-presentable in S,

) all formulas of basic assignments for J are 3 NV-presentable in S,

(c) each formula A\;(Z;, x) is 3N V-presentable in S, i =1, ..., s,

(@) each formula ;(z;) is 3N V-presentable in T, i =1,..., s,

(e) each formula €;(Z;,y;) is 3N V-presentable in T, i =1,..., s,

(£) all o-symbols are I N V-presentable in S with respect to the formulas U(z), U;(x),

Xi(Zi, z), and formulas of basic assignments for J.

End_Ref
Then, J is an algebraic Cartesian-quotient interpretation with s in KD5-,. Moreover, J is
an algebraic Cartesian interpretation with s in KC3ny whenever accepted realization (3.2)
satisfies the inverse uniqueness property.

Proof. By applying standard methods of model theory. Having conditions listed in Lemma
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3.3, it is possible to obtain that sequence (3.6) will have the form (2.1)(b) with s in KC5ny,
while isomorphism F in (3.7) is an algebraic isomorphism of theories.
Lemma 3.3 is proved. O

4 Main Theorem
We formulate the main statement:

Theorem 4.1 [FINITE SIGNATURE REDUCTION PROCEDURE: PRIMITIVE FORM|. Given two finite
rich signatures T and o. Effectively in Godel’s numbers of 7 and o, it is possible to find a
sequence of formulas » = (p™, ..., ") of signature T satisfying (2.5)(a) and a ¥3-sentence
U of signature o together with an algebraic isomorphism X\ : PC(T){s) =, [PC(0) + ¥]°.
Proof. Our plan is to prove the following more common statement (supposing effectiveness
of each choice):

for two given finite rich signatures T and o, (4.1)
we can find a tuple x € KC3nvy, such that :
(V f.a. theory T 2 PC(7)) (3 f.a. theory S 2 PC(0)) [T (5 ~q S].

Results of Section 2 establish technical properties of algebraic isomorphisms and Cartesian
extensions of theories. Based on them, we can state that there is an interpretation [ : T — S
for the theories involved in (4.1) that is a composition of two following interpretations

1"

T T(») — S, where : (4.2)

(a) tuple s has the form (2.1)(b) satisfying condition (2.5)(a),
(b) I’ is a plain algebraic Cartesian interpretation,

(¢) I" is an algebraic isomorphism of theories.

It is possible to see that Theorem 4.1 is an immediate consequence of statement (4.1)
because the former is a particular case of the latter with 7' = PC(7), where, ¥ is the \-
image of a conjunction of sentences from FRM(sc), thus, ¥ must be a V3-sentence by virtue
of Lemma 2.11(g).

Now, we focus our attention on the proof of statement (4.1).

Given two finite rich signatures 7 and ¢ together with a finitely axiomatizable theory T
of signature 7. Based on the property (0.1), we organize a signature reduction procedure
consisting of two parts. In the first part, a reduction to any of three following ”minimal”
finite rich signatures

pl = {PQ}a :0” = {f17h1}7 :0”/ = {92} (43)

is performed, while in the second part, a routine passage from either p’ or p” or p” to the
demanded finite rich signature o is performed depending on which of the cases p’ < o or
p" <o or p” < o takes place.
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We use a collection of transformations of theories consisting of the following five elemen-
tary stages:

finsig-to-fP, (4.4)
fP-to-Graph, Graph-to-2u, Graph-to-1b,
Enrich.

Scheme in Fig.4.1 represents interaction of elementary transformations (4.4). Circled
digits and letters are used in the scheme to highlight intermediate points in order to have a
possibility to explain different paths through the schemeAs an input, the scheme requires a
theory T of a finite signature 7As an output, the scheme yields a theory S of the pre-specified

finite rich signature o.

Entry :
@
A theory of
a finite
signature

Iﬁnsig-to-fP

A theory of a
finite pure pre-
dicate signature

lfP-to-Graph

An extension of

Graph theory GRE
of signature {I'?}

@ ©)
Graph-to-Zl‘l/ lren wraph-to-lb

A theory of | (A theory of | [ A theory of
slgnatlurel sggnatuge S}gnatuge
P =R )L =T LT =)

Enri& lEnric}ﬁnrich

TS ITIR
A theory of the

demanded finite
rich signature

The target theory

Figure 4.1 — A scheme for the finite signature reduction procedure

Now, we turn to the description of the elementary transformations.

We begin to describe the stage finsig-to-fP.

Given an arbitrary theory T of a finite signature 7. Our aim is to construct a theory S
of a finite pure predicate signature 7/ consisting of predicates of arities > 1 together with an
interpretation I : T'— S that is an algebraic isomorphism of theories.

Transformation finsig-to-fP is a standard transformation performing replacement of non-
predicate symbols in a predicate form. An n-ary function f(z1, ..., x,) is replaced by a (n+1)-
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ary predicate presenting graphic of the function; a constant c is replaced by a unary predicate
distinguishing an element presenting the value of the constant. Additionally, we should re-
place each nulary predicate X via a unary predicate V' (z) satisfying (Vz)[V (z)]V (Va)[-V (x)]
by the rule X + (32)V(2) + (Vz)V(2). Obviously, this transformation represents an alge-
braic isomorphism of theories. Thereby, specifications (4.2)(a,b,c) are indeed satisfied.

Description of the stage finsig-to-fP is complete.

We begin to describe the stage Enrich.

Given a theory T of a finite signature 0. We assume that 7" has a first-order 34 N V-
definable element. Let also o’ be a finite signature such that o < ¢/, cf. Preliminaries for
definition of the elation < on signatures. We are going to construct a theory 7" of signature
o’ together with an interpretation I : T' »— S that is an algebraic isomorphism of theories.
Notation 7" = Enrich(T, ¢’) is used for the transformation; a short entry 7” = Enrich(T) is
also possible counting that the parameter ¢’ is omitted in context.

Fix a mapping 0 : 0 — ¢’ preserving types of signature symbols and not lowering their
arities. We include in 77 symbols s € o'\ d(c) as trivially defined. Namely, we apply rules
(0.2)(a,b) for predicates and functions, and use an available 3 N V-definable element as a
trivial value for the constants, cf. (0.2)(c). If s is a predicate or function symbol of arity
> 1, we replace s by its presentation in §(s), adding to axioms of 7" a trivial definition in the
part of d(s) that is not involved in the presentation. For example, it is possible to present a
binary predicate P(z,y) in a ternary predicate R(x,y, z) by rule P(z,y) <> R(z,y,y) adding
the requirement (Vayz)[(y # z) — —R(z,vy, z)] to axioms of T”; similarly, it is possible to
present a binary function f(x,y) in ternary function h(zx,y,z) by f(z,y) = h(z,y,y) adding
the requirement (Vzyz)[(y # z) — h(z,y,z) = x| to the axioms. Notice that, actually,
construction of theory 77 = Enrich(T,¢’) depends not only on T and o', but also on the
mapping 6. Obviously, the transformation Enrich is an algebraic isomorphism of theories.
Thereby, specifications (4.2)(a,b,c) are indeed satisfied.

Description of the stage Enrich is complete.

We begin to describe the stage fP-to-Graph.

Given a theory T of a finite pure predicate signature

o ={P/o, PM, ... P}, (4.5)

whose predicate symbols have arities n; > 0, ¢ = 0,1, ..., k. Our aim is to construct a theory
S extending graph theory GRE of signature o, = {I'?} together with an algebraic Cartesian
interpretation I : T'— S.

Starting from a model 9N of signature o, we construct some new model M = E(N) of
graph theory GRE of signature {I"%}, inside which the source model 9t is 3N V-presentable in
some regular manner. For this, the following procedure is applied (schematically presented
in Fig. 4.2). Define |91 to be equal to the union of three following pairwise disjoint sets
UUCUD, such that D = {dy,ds,...,d7} is a seven-element set, U is a set of the same

KAZAKH MATHEMATICAL JOURNAL, 19:2 (2019) 78-104



94 Mikhail G. Peretyat’kin

cardinality as |91 and h : |91 — U is a fixed bijection, while the set C' is specified later.
The construction provides that these parts U, C, and D are first-order definable by formulas
U(z), C(x), D(z), which are specified later.

Proceed to the definition of I'-links on the set |91|.

At first stage, define I'-links on U U C. According to the construction, predicates of
signature (4.5) are interpreted in the domain U, while the truth values of the predicates are
encoded by means of special configurations in an extra domain C(x) as it is schematically
shown in Fig. 4.2. The notation

Cnf(n,m,v), 1<n, 0<m, ve{t, £},

stands for the form of a configuration corresponding to predicate P,(z1, ..., Z,) of signature
(4.5), where n is an index of the predicate; the value n+2 represents lengths of all prime chains
in the configurations for this predicate, m is the arity of the predicate; this value is equal
to the number of foot elements (supports) of a configuration for this predicate, v € {t,f}
is a parameter that represents a truth value of the predicate on a tuple; the value of this
parameter causes in two different structure forms of a configuration.

M e Mod(S) [pomain of the g adr D
finite ‘
structure d2 d3
U co c\co CCy
(v=2) (v=3)
Domain of coding configurations C
(t) (f)
2
MNe MOd(T) Co:
o -2 o o o o é 1 g 1 I 1 g
a1 a2 as b b2 b3 I ay ay aj by by bs
P(al’a2’a3) “'P(bl,bz,b:;) —> | Domain of the interpretation U

Figure 4.2 — Reduction of a finite pure predicate signature to graphs

By means of the given bijection h : [9t] — U, temporarily transfer the predicate structure
of 91 on the set U. Consider an my,-ary predicate P/** in ¢ and get any tuple of elements

a1,a2,...,am, € U. In the case when P, (a1, as,...,an,) is true, with the help of elements
from C and I'-links, we construct over the tuple (aj,as,...,an,) a configuration of the form
Cnf(n,my,t). In the other case, when P,(ai,as,...,an,) is false, we construct over this

tuple a configuration of the form Cnf(n,m,,f). Configurations for different predicates, as
well as configurations for the same predicate but for different tuples, should not have common
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elements in C, but they may have shared elements in U. For each predicate P, € o and each
tuple of elements from U of length m,,, there should be exactly one configuration, either
of the form (t), or of the form (f), in accordance with the truth value of this predicate in
this tuple. Now, we define the domain C as the set of elements of all coding configurations,
excluding U-elements from them.

Now, we define I'-links on the set D and between the sets D and U U C. On the set
D, determine the structure of a seven-element graph which form is presented in the upper
part in Fig. 4.2. Denote by ®(z1,22...,27) a primitive quantifier-free formula of signature
our = {1} which describes an atomic diagram of this I'-structure under the assumption
that the value of z; is assigned to d;. Then, we introduce notations for the following formulas:

(@ Di(z)= (3z1...27)[P(21,...,27) Nz =2)], 1<i<T, (4.6)
) D(z) = Di(z) V...V D7(x).

Now, we are in a position to define I'-links between the domains D and U U C on the
universe set |9| as follows. For an arbitrary element x in the domain U U C, we put

e (@eC)AE)(I(z,y) AU®Y)),
& —I'(da, (x € C) A (x has valency 2 within the domain C'),
=

x) A
—I'(da,x) A (z € C) A (z has valency 3 within the domain C).

Finally, we define I" to be false on all those pairs of elements in |9%|, which were not
involved in the description above.

By I* = E*(M) we denote the model of signature o* = o U {I'?} we have obtained. By
M = E(M) we denote the model IMM* | {12} obtained from 9* by eliminating temporarily
defined predicates of signature ¢ on the set U. On this, construction of the model Mt = E(91)
of signature o, = {I'?} is complete.

Study properties of models E(DM) and E*(91) obtained by the construction.

The construction guarantees uniqueness of realization of the formula & presenting the
atomic diagram of a special seven-element graph, which we denote by G~. Valency of each
element among dy, do, ds, d4, ds, and dg is 4 or larger, while none elements can have such
a valency in other parts of the model E(91). As a result, each of the formulas D;(z), i €
{1,2,...,7}, distinguishes exactly one element in the model E(), 9 € Mod(o); moreover,
these seven elements are different; thereby, the formula D(x) distinguishes exactly 7 elements
in this model.

Using elements of the domain D(x) as pivots, one can distinguish the other domains in
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the model. The following formulas

U(z) = ~D(x) A (32)[D1(2) A (2, 2)], (4.7)
C(z) = =D(x) A (F2)[(D2(2) V D3(2) V Dy(2)) A I'(2,2)],
Co(z) = C(x) A (By)[[(2,y) AU(y)],

distinguish the domains U and C involved in the description above, while an extra formula
Co(x) distinguishes the elements of configurations immediately I'-linked with elements of U.

Coding configurations of the transformation fP-to-Graph for an n;-ary predicate P; € o, sf.
(4.5), are presented by the following atomic diagrams (i.e., quantifier-free primitive formulas):

thi(ai,l'o,l'l, ...,l'eifl), o€ {t,f}, len(ﬂi) =n;, 1=0,1,...,k, (4.8)

where number e; is equal to the quantity of element of the configurations for P; in the domain
U(z) (by construction, configurations for P; of types (t) and (£) consist of the same number
of elements).

Construction of E*(N) provides that the following key properties of coding configurations
are satisfied for all tuples u; of appropriate arities in the model:

PZ(E’L) A (33;073317 ...,.’Eei_l) e:;)i(ahx();xla ...,.fei_l), i = 07 17 "'7k7 (49)

ﬁR(ﬂl) S (ElZL‘O,SL‘l, ...,CCei_l) Gf—,i(ﬂi,xo,xl, ...,l‘ei_l)7 1=0,1,...,k

Notice that the construction described above is not deterministic. It admits some ambi-
guity in the choice of the domain sets U, C, D, the bijective function h, etc. Nevertheless,
the target model is defined, in some sense, uniquely up to an isomorphism. Namly, let 91 be a
model of signature o and let two independent realizations of the construction be performed,
which use domains and mappings U’, C', D', b’ : 0 — U’, and U", C", D", b : M — U”,
resulting in two models 9" and M”. Then, there is an isomorphism g : 9 — M” such that
the following diagram is commutative:

W U
N “l
hNU”C m//

Moreover, the mapping p is uniquely determined, and p(U’) = U", u(C") = C”", n(D") = D"
takes place.

Now, we turn to the definition of a theory S and an interpretation 1.

We define theories S* and S as follows:

S* = Th{E*(MN) | M € Mod(T)}, S = Th{E(N) | N € Mod(T)},

Domain U(z) of an interpretation I of theory T' in theory S is defined by rule (4.7). The
equality relation (z = y) of T is interpreted as an ordinary equality relation within the
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domain:

e(z,y) =U(x) NU(y) A (z =y). (4.10)
Atomic formula P, (x1,22,...,Zpm,) of theory T is mapped onto a formula of signature o, =
{I"?} asserting inclusions U(z;), 1 < i < m,, and existence over the tuple (z1,72,...,Zm,)

a configuration of the form (t) corresponding to the predicate P,. By induction, we extend
this mapping up to a transformation I : FL(oc) — FL(o which is just the required
interpretation I of theory T in theory S.

As a result of the construction, starting from an input theory T, we have obtained a pair
of objects: a theory S and an interpretation / : T — S. We denote by K(91) the model kernel
of a model M € Mod(S) with respect to the interpretation I, in accordance with definition
in Section 1. Relations (4.9) show that predicate symbols (4.5) are 3N V-presentable relative
to {I'(z,y)} ensuring an algebraic isomorphism S ~, S*.

We list axioms of theory S*. They include the following requirements:

1°. (Vz)-I'(z,x), and (Vx)(Vy)[['(z,y) < I'(y,x)].

2°. Special formula @(z1, ..., z7) distinguishes exactly one seven-element tuple; moreover,
formulas U(z), C(z), Co(z), and D(x) are defined via the formula @(z1, ..., 27) by rules (4.6)
and (4.7).

3°. Formulas U(x), C(z), and D(z) determine a partition of the universe set in three
nonempty parts.

4°. U(x) NU(y) = —I'(x,y).

5°. For any predicate P € o and any tuple of elements in U of corresponding length,
in the domain C, there is exactly one coding configuration of the form either (t) or (f) in
accordance with the truth-value of this predicate in this tuple including also positions of
elements of the configuration with respect to the domains U, Cy, and C~\.Cj.

6°. Any two different coding configurations (related to different predicates or to different
tuples of the same predicate) neither have shared elements in the domain C' nor have any
I'-links between their elements in the domain C.

7°. Any element x in the domain C' belongs to a coding configuration.

8°. I(y), for any sentence ¢ € SL(¢), which is an axiom of theory 7.

System of axioms is complete.

It is possible to check that transformation ¢ — I(p) involved in Axiom 8° preserves
types of quantifier prefixes of the sentences, while Axioms 1°-8° hold in E(91) for any model
9 € Mod(T). On the other hand, if 9 is an arbitrary model of signature {12}, we have
M =1°-8° if and only if there is a model 91 € Mod(T") such that M = E(N).

We turn to checking statements of Lemma 3.2 and then those of Lemma 3.3. For this, as
a finite realization system, we consider the set of formulas

ar)s

Ni(Ziyx), i=1,2,...r, (4.11)
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that represents the union of two following collections

@ Di(z), i=1,2,...,T, (4.12)
(b) (’:%i’j(ﬂi,x), a € {t,f}, Len(u;) =n;, 0<j<e, 1=0,1,...,k,

where D;(x) is defined in (4.6), while €% .(@;,z) is obtained from the formula
€3 (i, X0, T1, -+, Te;—1) in (4.8) by attaching an index j, renaming variable x; into x, and
bounding the other variables z;, ¢ # j, with 3-quantifiers. The formula (4.12)(b) ex-
actly states that element x is situated in a certain position within the configuration of the
form a € {t,f} for the predicate P; over a tuple @; in the domain U(z). Thus, we have
r=7+ Zfzoei. We also count that formulas \;(Z;,z), i = 1,2,...,7, coincide with the part
(4.12)(a), while the others correspond to the collection (4.12)(b).

We show that interpretation I is an exact interpretation of theory 7' in the domain
U(z) of theory S. For this, we have to check conditions in (3.5). Demand (3.5)(a) is a
consequence of the deterministic property for the construction. Let a be an element in a
model M = E(M), 91 € Mod(T"). For (3.5)(b), we have to prove that a € acl(U(9M)). If
U(a) V D(a) holds, a € acl(U(9M)) is satisfied trivially. Consider the case when C(a) is
held. There is a configuration € of some type T over a tuple ¢ € U(9M) such that a €
¢. Moreover, there is the only such configuration. Take a formula ¢(z,z) stating that z
belongs (in a particular position) to a configuration of type T over a tuple z in U(x). Then,
©(¢,x) is held for x = a ensuring that a € acl(¢), obtaining a € acl(U(9)). The condition
(3.5)(c) is a consequence of the deterministic property for the construction ensuring that each
automorphism g : K(91) — K(91) can be extended upto an automorphism p' : 0t — 9.

It is shown that interpretation I is indeed exact. Then, by Lemma 3.2, there is a tuple of
formulas sr of the form (2.1)(a) and a general-model isomorphism F such that the following
diagram is commutative

A —
IT>& /E1
T(5)
For the passage 91— E*(M), a finite realization system for the interpretation [ : T — S

is defined in (4.11) and (4.12). Based on this, we obtain that the interpretation I is presented
by a chain similar to that shown in the scheme (2.4) with the following tuple s:

=" where ' ={p,....0), ¢ =(Tz)(x =2x), (4.13)
——
7 times
%,/ = <P()(Z()), Po(ZO), vavy ﬂP()(Z()), —|P0(Z()), covy ees ,Pk(zk), cony —\Pk(zk), .>,
———— N——
ep times eg times e times er times

In (4.13), we can use any 3N V-presentable identically true sentence instead of ¢.
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Based on details of our construction, it is possible to establish that all demands of Lemma
3.3 are as well satisfied for the finite realization system (4.11).

Thereby, we have obtained that the isomorphism F is actually an algebraic isomorphism of
theories, thus, ensuring that I is an algebraic Cartesian interpretation. Thereby, specifications
(4.2)(a,b,c) are indeed satisfied for the stage fP-to-Graph.

Description of the stage fP-to-Graph is complete.

We begin to describe the stage Graph-to-2u.

Given a theory T extending graph theory GRE of signature o,, = {I"?} and a signature
o = {f!, h'} consisting of two unary functions. Our aim is to construct a theory S of signature
o together with an 3 N V-presentable Cartesian interpretation of theories I : T — S.

Starting from an arbitrary model M of theory GRE of signature o, = {I'?}, we build
a model M = E(N) of signature o = {f*, h'}, in which N is first-order definable in some
regular manner, as it is shown in Fig. 4.3. We put |9] to be equal to the union of two disjoint
sets U U C, where U is a set of the same cardinality as |91|, while the set C' is specified later.
Choose a bijection h : 9| — U and temporarily transfer all signature predicates of 9t on the
set U in accordance with h. Truth-values of predicates of signature o, = {I"?} are coded
in the model 9 by special coding configurations in the domain C' available in two forms (t)
and (f); i.e., true and false. Each configuration is defined over a pair of non-equal elements
from U, and consists of two elements in the domain C, as it is shown in Fig. 4.3.

For such a configuration (whose elements are supposed to be not coincided with each
other), the signature functions f(z) and h(x) are defined by the following rule:

) frx—y—de—d, & fru—ve=ded, (4.14)
fu =, f:d—d,
h:z—y—=b =1, h:v—=u—d—d,
h:a s a; h:cd (.

Moreover, in any case, f(z) and h(z) must not belong to a configuration whenever z is not
included in this configuration. Since I'(z,y) is a symmetric predicate, the pairs (a,b) and
(b,a) with a # b generate two separate configurations, both having the same form, either (t)
or (f).

Different coding configurations must not intersect with each other in the domain C, but
they may have shared elements in U. To each pair (a,b) of different elements from U, there
should exist exactly one configuration, either of the form (t) or of the form (f), depending on
the truth-value of the predicate I" on the pair. Now, we let C' to be the set of elements of
all coding configurations, excluding from them U-elements. Thus, C' consists of 2 - a(a — 1)
elements, where « is the cardinality of |91|.
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Me MOd(S) Domain of coding configurations (f

) §* (f) g
MNeMod(T) /]\y /I\v

o o s o NG d % d %
a b c d I a b c d
F(avb) "IF(C,d) —> | Domain of the interpretation U

Figure 4.3 — Reduction of graphs to a couple of unary functions

By I* = E*(M) we denote the model of signature o* = o U {I"?} we have obtained. By
M = E(MN) we denote the model M* | {f*, h'} obtained from 9* by eliminating temporarily
defined predicates of signature o, within the domain U. On this, construction of the model
M = E(N) of signature o = {f*, h'} is complete.

Now, we turn to the definition of a theory .S and an interpretation I. We define theories
S* and S as follows:

S* = Th{E"(MN) | N € Mod(T)}, S = Th{E(M) | N € Mod(T)},
The domain of the interpretation I is defined by the formula
U(z) = [f(a:) =z A h(x) :x],

while formula C(z) = —~U(z) determines domain of coding configurations in the theory S.

An atomic formula I'(x,y) of signature o, is mapped into a formula of signature o
stating that U(x) A U(y) and there is a configuration of the form (t) over the pair (z,y). By
induction, we expand this mapping up to a transformation I : FL(o,) — FL(o), which is
just the required interpretation I of theory T in theory S. As a result of the construction,
starting from an input theory 7', we have obtained a pair of objects: a theory S and an
interpretation I : T'— S.

By €%(a,b,z,y) and €%(c,d,u,v) we denote quantifier-free formulas of signature o =
{f',h'} presenting diagrams of configurations of types (t) and, respectively, (f), as it is
defined in (4.14). Le also €(c,d, u,v) denotes the disjunction €*(c,d, u,v) vV €*(c,d, u,v).

We list axioms of theory S*. They include the following sentences:

1°. (Vou) [u= ff(z) Vu=hh(z) > f(u) =u A h(u) =u],

2°. (Voyw) [€(z,y,u,0) > (z £ yAzFuAz#vAy#uly#vAiuv)],

3°. (Voyuvz) [€(z,y,u,0) A2 & {z,y,u,v} = {f(2),h(2)} N {z,y,u,0} = &],

4°. (3z)U(x),

5°. U(z) NU(y) A (z # y) < (Fuv)&(z,y,u,v),

6°. €(x,y,u,v) A &(x,y,w,t) — (u,v) = (w,t),

70 €z, y,u,0) A,y U V) A (2, y) # (2 Y) = {u, v} 0 {0} = o,
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8°. =U(z) = (Fryww)[C(z,y,u,v) A z € {u,v}],
9°. I(y), for any sentence ¢ € SL(¢) which is an axiom of theory 7'

By construction, predicate I'(x,y) is 3N V-presentable in S* with respect to the functions
f(z) and h(z) by means of the coding configurations. On the other hand, the passage
2N +— E*(N) represents, up to an isomorphism, a Cartesian extension with the tuple

= (SO(J:a y)v @($ay),¢($,y)7¢($,y)>,

where p(x,y) = ['(x,y), and ¢(x,y) = -I'(z,y) A (z # y). Moreover, it is possible to show
that functions f(z) and h(z) are 3 N V-presentable via predicate I'(x,y) together with the
relations involved in the structure of a Cartesian extension with this tuple . This shows that
S* ~, S. The construction ensures that Lemma 3.2 together with Lemma 3.3 are applicable.
From this, we obtain that transformation I : T' > S is an algebraic Cartesian interpretation
of theories.

Description of the stage Graph-to-2u is complete.

We begin to describe the stage Graph-to-1b.

Given a theory T extending graph theory GRE of signature o,, = {I"?} and a signature
o = {g*} consisting of one binary function. Our aim is to construct a theory S of signature
o together with an 3N V-presentable Cartesian interpretation of theories I : T — S.

Starting from an arbitrary model 0N of graph theory GRE of signature o = {I"?}, we build
a model M = E(M) of signature o = {g?}, in which this model 9 is first-order definable in
some regular manner. As a whole, a scheme of the transformation is similar to those earlier
considered. We set || to be equal to the union of two disjoint sets U U D, where U is
a set of the same cardinality as |91 and h : [N|] — U is a fixed bijection, while the set D
consists of two elements dy and d;. For the construction of 9, by means of bijection h, we
temporarily transfer the structure of 9 onto the set U. Define a function g(z,y) on the set
|9t = U U {dp,d1} as follows:

g(do, do) = d,
9(do, d1) = g(dr,do) = g(d1,dr) = do,
g(z,y) = dy, for all x,y € U such that I'(x,y),
g(x,y) =dy, for all x,y € U such that —=I'(z,y) A (x # y),
g(z,y) = dy, for the other cases.
After that, we erase temporarily defined structure of the model 91 on the set U, and con-

struction of the model 9 = E(M) of signature o = {g?} is complete.
Consider the following quantifier free formulas of signature {g*}:
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We can check that in the model 9t it is satisfied
Dy(z) <+ (x =dp), Di(z) <> (x =d1), D(z) <> Do(z)V Di(x).

Thus, the construction ensures uniqueness of realization of the formulas Dy(z) and Di(y),
distinguishing special elements dy and, respectively, d; in the model 9t = E(N).

By IM* = E*(M) we denote the model of signature o* = o U {I'?} we have obtained. By
M = E(N) we denote the model M* | {g*} obtained from OM* by eliminating temporarily
defined predicates of signature o, within the domain U. On this, construction of the model
M = E(M) of signature o = {g?} is complete.

Now, we turn to the definition of a theory S and an interpretation I. We define theories
S* and S as follows:

S* = Th{E*(MN) | M1 € Mod(T)}, S = Th{E(M) | N € Mod(T)},
The domain of the interpretation is defined by the formula

U(z) = [z # g(9(z,2),9(z, 7)) ],

which obviously satisfies the condition U(x) <> =D(z). An atomic formula I'(z,y) of signa-
ture o, = {I"*} is mapped into the formula of signature o of the form

Ux) ANU(y) A (@ # y) A Dig(x, y)).

By induction, we expand this mapping up to a transformation I : FL(o,) — FL(o), which
is just the required interpretation of theory 7T in theory S.
List axioms of theory S*. They include the following series of sentences:

1°. (3z)Do(z) A (Vay)[Do(z) A (Do(y) = (y = z))],

2°. (Fz)D1(z) N (Vxy) [Dl (Dl( ) — (y:x))}

3°. Do(x), Di(z), and U(x) represent a disjoint partition of the universe,
4°. (Jz) U(x),

5°. (Yzy) [9(z,y) = 9(y,2) ],

6°. (Vz) [Do(z) — Di(g(z, x))],

7°. (Yay) [ (=Do(x) vV =Di(y) ) A (=U(z) vV =U(y)) — Dolg(z,y)) ],
8°. (Vay) [U(x) AU(y) = Do(g(x,y)) vV Di(g(z,y)) ],

9°. I(yp), for any sentence ¢ € SL(o,,,) which is an axiom of theory 7.

It is possible to check that this set of axioms indeed determines the theory S which was
introduced earlier as the theory of a class of models. By construction, S is algebraically
isomorphic to an external constant extension TYci,cs) of theory T by a couple of constant
elements. Thereby, I is a Cartesian interpretation because the operation of an external
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constant extension of a theory is a particular case of the operation of a Cartesian extension.
It is possible to check that the transformation 7' — S we have described is an algebraic
Cartesian interpretation. Thus, specifications (4.2)(a,b,c) are indeed satisfied for the stage
Graph-to-1b.

Description of the stage Graph-to-1b is complete.

Now, we turn immediately to the proof of the statement (4.1).

Given a theory T of a finite signature 7 together with a finite rich signature o for the
output theory. By applying stage finsig-to-fP, we transform theory T upto a theory T; of
a finite pure predicate signature 7* with predicates of arity > 1. Then, by applying stage
fP-to-Graph, we transform T} to a theory T of signature {I'?} that is an extension of special
graph theory GRE. Passage x-e in the second part of scheme in Fig. 4.1 can be performed by
one of the ways x-a-e, x-b-e, or x-c-e. Choice of the variant is defined by the member in (4.3)
that is covered by the required finite rich signature o for the output theory S. Thus, at least
one of the branches 1-x-a-e, 1-x-b-e or 1-x-c-e must realize the output signature o. Notice
that, a distinguished element which is required for the procedure Enrich, is automatically
provided by the previous stage fP-to-Graph.

Let us choose and fix a passage 7 in the scheme in Fig. 4.1 matching the output signature
0. As the procedure to be designed we take composition of the transformations along the path
7. This procedure transform the input theory T to a theory S having the required signature
o. Each stage in list (4.4) represents a Cartesian interpretation; therefore, by Lemma 2.7,
the complete transition along the path 7 is also a Cartesian interpretation. By construction,
each of the stages (4.4) passes property of being a finitely axiomatizable theory from its input
theory to the output one, thus, the target theory S will be finitely axiomatizable whenever
starting theory T is finitely axiomatizable.

Statement (4.1) is proved.

Thereby, Theorem 4.1 is proved. O

An url http://predicate-logic.org/expw/sigp/sigp.pdf contains a paper where the
proof of Theorem 4.1 is presented in more technical details.
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[Tepersitbkua M.I. KOPCETIJIIMHIH, AJI'EBPAJIBIK TYPI YIIIIH AKBIPJIBI KOJI-
TAHBAJIAPIBI ABAVITY POCIMIHIH, TEXHUKAJIBIK ITPOTOTUIII

7KyMpbIcTa Ke3 KeJireH aKbIPJIbl 6ail CUrHATYpPAHBIH, TPEIUKATTAD KUCAOBIHLIH, JIEKAPTTHIK,
KeHelTyl 0ap ekeHi j1oJiesijiene/ii, 0J1 OChl aKBIPJIbI Oail CUI'HATYPAHBIH, IPEJINKATTAD KUCAODI-
HbIH Oesiriji 6ip aKbIPJIbI AKCHOMATTAJIATHIH Y3iHiCciHe aJirebpabik, n30MopdThI 6ostaabl. Ock
TEXHUKAJIBIK, CUIIATTATbl HOTUXKE TIPEK TYKBIPBIM OOJIBII TaObLIa Ibl, OHBIH, HET131H i€ aKbIPJIbI
CUTHATYpAaJap/Ibl a3aiiTy pOCiMiHIH TOJBIKKAH/BI HYCKACHI aJbIHybl MyMKiH. COoHBIMEH Oipre,
KOPCETIJITeH TY2KBIPBIM OipiHIN PeTTi JIOTMKAHBIH KOPCETLIIMIIK KYIIMH cunarrayMeH Oaitia-
HBICTBI 9PTYPJIi KYPBLIBIMIAD/IBIH TEXHUKAJIBIK OOJIri peTiHjie KakChl OipJreces.

Kinrtik cezaep. Bipinmii perTi 1oruka, TOJIBIK emec Teopusi, Tapckuii-JInaaenbaym aired-
pachl, TEOPUSHBIH, JeKAPTTHIK KEHENTYi, CUTHATYpaJIap/Ibl a3aiTy pociMi.

Heperarokua M.I. TEXHUIYECKUI [IPOTOTUII ITPOLIEIYPHI PEAVKIINN KO-
HEYHBIX CUTHATYP JIJIA AJITEBPANYECKOT'O TUITA BBIPABUMOCTU

B pabote mokasbiBaeTCsl, YTO MCUUCIEHUE MPEINKATOB ITPON3BOJILHON KOHEUHOM OoraToit
CHUTHATYPbI HMeeT JeKapTOBO PaCIInpenne, aaredbpandecku n30MOp@HOe HEKOTOPOMY KOHEIHO
AKCHOMAaTU3UPyeMOMY (pparMeHTy UCUMC/ICHUS MPEIUKATOB JTAHHON KOHEYHON OoraToil cur-
HATYPbI. DTOT PE3yabTaT TEXHHIECCKOIO XapaKTepa MIPEICTaB/IsIeT OMOPHOe YTBEPXKIACHNE, Ha
OCHOBE KOTOPOT'O MOXKET OBITH MOJIyUYeHa MTOJTHOBECHAS] BEePCUsT HMPOIELYyPhl PEAYKIINA KOHEeU-
HBIX CUI'HATYP, BMeCTe C TeM, YKa3aHHOEe YTBEPXKJCHUE XOPOIIO MHTErPUPYETCA B KauyeCTBe
TEXHUYECKOU KOMIIOHEHThI B pa3/JInuHble KOHCTPYKIIMH, CBA3aHHbIE C XapaKTepu3alueil BbIpa-
3UTEJIbHON CHUJIBL JIOTUKU IIE€PBOI'O IIOPAIKA.

Kirouespre csioBa. Jloruka 1epBoro mopsijika, HeNOJHAasl Teopus, ajredpa Tapckoro-
JlunnenbayMma, 1eKapTOBO pACIINPEHUE TEOPHUH, TPOIEAyPa PEAYKIIMI CUTHATYP.
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Abstract. In this work, we consider a problem of modeling the thermal diffusion process in a closed
metal wire wrapped around a thin sheet of insulation material. The layer of insulation is assumed to
be slightly permeable. Therefore, the temperature value from one side affects the diffusion process
on the other side. For this reason, the standard heat equation is modified and an third term with
an involution is added. Modeling of this process leads to the consideration of inverse problem for an
one-dimensional fractional evolution equation with involution and with periodic boundary conditions
with respect to a spatial variable. Such equations are also called nonlocal sub-diffusion equations or
nonlocal heat equations. The inverse problem is the restoration (simultaneously with the solution) of
the unknown right-hand side of the equation, which depends only on the spatial variable. The conditions
for overdetermination are initial and final states. The existence and the uniqueness results for the given

problem are obtained by the method of separation of variables.

Keywords. Inverse problem, fractional evolution equation, nonlocal sub-diffusion equation, nonlocal heat

equation, equation with involution, periodic boundary conditions, method of separation of variables.

1 Introduction and statement of the problem

The problems that imply the determination of coefficients or the right-hand side of a
differential equation (together with its solution) are commonly referred to inverse problems
of mathematical physics. In this paper we consider one family of problems implying the
determination of the density distribution and of heat sources from given values of initial
and final distributions. The mathematical statement of such problems leads to the inverse
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problem for the diffusion equation, where it is required to find not only a solution of the
problem, but also its right-hand side that depends only on a spatial variable.

In recent years, the phenomena of anomalous diffusion have been observed in many fields,
such as turbulence, seepage in porous media, pollution control. The demand for appropri-
ate mathematical models is high: from biomechanics to geophysics, to acoustics. A popular
approach to depicting a variety of complex anomalous diffusion phenomena is nonlinear mod-
eling. However, it is generally accepted that it is very difficult to analyze mathematically and
very expensive to simulate computationally. In addition, nonlinear models often require some
parameters unavailable from experiment or field measurements. As alternative approaches,
in recent decades fractal and fractional derivatives have been found effective in modeling
anomalous diffusion processes. The advantage of the fractal or fractional derivative models
over the standard integer-order derivative models is that the former can describe very well
the inherent abnormal-exponential or heavy tail decay processes.

Fractional powers in indicators also arise when describing fractal (multiscale, whole-like)
media. In a fractal environment, unlike a continuous medium, a randomly wandering particle
moves away from the launch site more slowly, since not all directions of motion become
available for it. The slowing down of diffusion in the fractal media is so significant that the
physical quantities begin to change more slowly than the first derivative and this effect can
be taken into account only in the integral-differential equation containing the time derivative
of the fractional order:

Dfu(x,t) = Agu(z,t) + F.

In this paper, we will consider an inverse problem close to that investigated in [1], [2].
Together with the solution it is necessary to find the unknown right-hand side of the equa-
tion. The equation contains a fractional derivative with respect to time and an involution
with respect to a spatial variable. In contrast to [1], [2], we investigate the problem un-
der nonlocal boundary conditions with respect to the spatial variable. The conditions for
overdetermination are initial and final states.

The second of the main differences in the inverse problem under consideration is that
the unknown function is included both in the right-hand side of the equation and in the
conditions of the initial and final overdetermination.

Let us consider a problem of modeling the thermal diffusion process which is close to that
described in the report of Cabada and Tojo [2], where the example that describes a concrete
situation in physics, is given. Consider a closed metal wire (length 27) wrapped around a
thin sheet of insulation material in the manner shown in Fig. 1.

Assuming that the position x = 0 is the lowest of the wire, and the insulation goes up
to the left at —7 and to the right up to w. Since the wire is closed, the points —7 and =
coincide.

The layer of insulation is assumed to be slightly permeable. Therefore, the temperature
value from one side affects the diffusion process on the other side. For this reason, the standard
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O(—m) = P(n)

d(—x) D(x)

@(0)

Figure 1 — Closed metal wire wrapped around thin sheet of insulation material

0*® 0?®
heat equation is modified and to its right-hand side W(az,t) the third term EW(—l‘,t)
x x
(where |e| < 1) is added. Here ®(x,t) is the temperature at the point = of the wire at time ¢.
We will consider a process which is so slow that it is described by an evolutionary equation
with a fractional time derivative. Thus, this process is described by the equation

tPDED (2,1) — By (2,1) + £Ppy (—,t) = f (2) (1)

in the domain Q = {(z,t) : —7 <z <m, 0 <t <T}. Here f(z) is the influence of an external
source that does not change with time; a4+ 8 > 0; ¢ = 0 is an initial time point and ¢t = T is
a final one; and the derivative Dyf* defined as

d
Dy (t) = ' {dtw)} O<a<l, tel0,T]

is Caputo derivative for a differentiable function built on the Riemann-Liouville fractional
integral

11—« _ 1 ! QD(S) S a
I [go(t)]_r(l_a)/o (t—s)ad’0< <1, tel0,T].

Such a Caputo derivative allows us to impose initial conditions in a natural way.
As the additional information, we take values of one initial and one final conditions of the
temperature

¢ (2,0)=¢(x), P(z,T)=19(z), z€l[-mmn] (2)

Since the wire is closed, it is natural to assume that the temperature at the ends of the
wire is the same at all times:

O (—m,t) = (mt), te[0,1]. (3)
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Consider a process in which the temperature at one end at each time point ¢ is proportional
to the (fractional) rate of change of the average value of the temperature throughout the wire.
Then,

® (—m,t) =~t P DY /7r d(€,t)dE, t€0,T]. (4)

—Tr
Here ~ is a proportionality coefficient.
Thus the process under investigation is reduced to the following mathematical inverse
problem: Find the right-hand side f(x) of the subdiffusion equation (1), and its solution
O (x,t) subject to the initial and final conditions (2), boundary condition (3), and condition

(4).
The case when o = 1, = 0, is examined in [3], [4]. The similar problem was considered
by us in [5] for the case when > 0. In this paper, we consider the case v < 0.

2 Reduction to mathematical problem

Condition (4) is significantly nonlocal. The integral along inner lines of the domain is
presented in this condition. Using the idea of A.A. Samarskii, we transform this condition.
Taking into account equation (1), from (4) we get

@ (-mt) =7 [ {Bee (1) e (~6,1) + (O}, 1€ 0.7].

Hence
©(=mt) = (1 —&)[®e (m,8) = T (=m, )] +7 | [(E)dE, t€[0,T].

Let us introduce the notations

u(x,t) = (I)(x’t) - ’ f (f) dg.

Then in terms of the new function u(x,t) we get the following inverse problem: In the do-
main Q = {(z,t): —7m <z <7, 0<t<T} findaright-hand side f(x) of the time fractional
evolution equation with involution

t P DU (2,1) — Uy (2, ) + EUge (—2,1) = f (2), (5)
and its solution u(x,t) which satisfies one initial condition
U($,0):¢(l')—’}/ f(g)dfa S [_77-771-]’ (6)

and one final condition

ue,T) = (@)~ [ f@de, e l-mml @
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and the boundary conditions

{ Uy (—7,t) — ug (m,t) — au (

u(—m,t) —u(

1)
1)

Where ¢(z) and ¢ (x) are given sufficiently smoothlfunctions; 0<a<lja+p>0;¢eisa
v(e—1)

In the physical sense, the second condition in (8) means the equality of the distribution
density at the ends of the interval. And the first condition in (8) means the proportionality of
the difference of fluxes across opposite boundaries to the density value at the boundary. We
note that in [1] the Dirichlet boundary conditions u (—7,t) = u (mw,t) = 0 were used instead
of condition (8).

The well-posedness of the direct and the inverse problems for parabolic equations with
involution was considered in [6]-[8].

The solvability of various inverse problems for parabolic equations was studied in papers
of Anikonov Yu.E. and Belov Yu.Ya., Bubnov B.A., Prilepko A.I. and Kostin A.B., Monakhov
V.N., Kozhanov A.I., Kaliev I.A., Sabitov K.B. and many others. These citations can be seen
in [9], [10]. In [1] there are good references to publications on related issues. We note [11]-
[32] as recent papers close to the theme of our article. In these papers different variants of
the direct and inverse initial-boundary value problems for evolutionary equations are consid-
ered, including problems with nonlocal boundary conditions and problems for equations with
fractional derivatives.

The mathematical problem (5)—(8) for a = 0 was considered in [30], and for a = =0
in [31].

We solve the problem by the Fourier method. Some new variants for solving nonlocal
boundary value problems by the method of separation of variables were used in our papers
[33]-[37]. In this paper we shall use a spectral problem for ordinary differential operators
with involution. Such and similar spectral problems were considered in [38]-[49].

™
™

07
o, tebl. 8)

nonzero real number such that |¢| < 1; and a =

Definition. By a regular solution of the inverse problem (5)—(8), we mean a pair of func-
tions (u(z,t), f(x)) of the class u(z,t) € Citl(ﬁ), f(z) € C|—m, 7] that inverts Eq. (5) and
conditions (6)—(8) into an identity.
Definition. By a generalised solution of the inverse problem (5)—(8), we mean a pair of
functions (u(z,t), f(x)) of the class u(z,t) € W221(Q) NC (), f(z) € Ly (—m, ) that satisfy
Eq.(5) and conditions (6)—(8) almost everywhere.

When one uses the method of separation of variables to solve the problem, a spectral
problem appears, which is mentioned in the next section.
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3 Spectral problem

The use of the Fourier method for solving problem (5)—(8) leads to the spectral problem
for the operator £ given by the differential expression

LX (z)=-X"(2) +eX"(—z) =X (x), —-m <z <, 9)
and the boundary conditions

X' (=) = X' () —aX (7) =0,
{ X (—7) — X (1) = 0, (10)

where )\ is a spectral parameter.

The spectral problems for Eq. (9) were first considered, apparently in [40]. There was
considered a case of Dirichlet and Neumann boundary conditions, and cases of conditions of
the form (10) for @ = 0. Here we consider the case a # 0. We assume that a > 0.

A general solution of Eq. (9) we represent in the form:

A A
X (z) = Asin (p1x) + Bceos (u2x), p1 = \/:, [ig = \/: 7

where A and B are arbitrary complex numbers. Satisfying the boundary conditions (10) for
finding eigenvalues, we obtain the equation

sin (p1m) =0, tan (uam) ZQLM.

Therefore, the spectral problem (9)—(10) has two series of the eigenvalues

Mg = (1+e)k? keN;
Aoz = (1—¢) (k +05)%, 5k:ki+10(1)<o, k€ No=Nu {0},

with corresponding normalized eigenfunctions given by
1
Xij (x) = N sin (kx), keN; Xpo(x)=uv,cos((k+0)x), ke Ny. (11)
i

Here v}, is the normalization coefficient:

CL2

(k + %) [a2 +(k+0p)2 2|

yk_2: || cos ((k + dx) x) H2:7T+

It is easy to see that the system (11) is simultaneously a system of eigenfunctions for the
Sturm-Liouville operator

L1X (2)=—-X"(2) = X (2), — 1<z <,
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with the self-adjoint boundary conditions (10) corresponding to the eigenvalues
A1 =k% keN; Ao = (k+06)% keN.

Consequently, the system (11) forms the complete orthonormal system in Ly (—m, ), that is,
it is the orthonormal basis of the space.

4 Uniqueness of the solution of the problem

Let the pair of functions (u(z,t), f(z)) be a solution of the inverse problem (5)—(8). Let
us introduce notations

up; (t) = /7r u(z,t) X (z) dz, fr; = ’ f(@) X (z) dz, i =1,2. (12)

—T

We apply the operator t~?D® to uy; (t). Then, using Eq.(5), by integrating by parts, we
obtain the problem

t P D% () + Megtips () = frsy 0<t<T, i=1,2; (13)
ur; (0) = Qg — opy, i=1,2; (14)
Uk, (T) = Vi — ok, 1=1,2. (15)

Here we use notations

ki = [ I(@)Xpi(@)dz, Yp;= [ (@) Xpi(v)dz, op;=~ [ [f(§dE [ Xii(z)dz.

It is easy to see that the function ay; (t) = ()\k,i)_lfk,i is a partial solution of the inho-
mogeneous equation (13). We use the general solution of the homogeneous equation (13),
which is constructed in ([50], p. 233) for a + § > 0. Combining them, we get

sz

uk,i (t) )\k

+ Chyi al_,_ﬁﬁ(_)\k,itaJrﬁ), O0<t<T, 1=1,2,

where E,441,1—q is the generalized Mittag-Leffler function ([49], p. 48):

Eal_i_gg chz C():

jla+B8)+8+1
HF ) )

, keN,
(a+B)+a+p+1)

and the constants C}; and fj; are unknown.
To find these constants, we use conditions (14) and (15). From (14) we obtain a unique
solution of the Cauchy problem (13)—(14) in the form

sz

w0 = [1= Bz (< 7)1

+ (Oni —oni) B,y 58 (*)\k,z’ ta+6>- (16)
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Since Ag; > 0, then by virtue of the well-known asymptotics [50]:
M

Ea,1+§,§ (2)] < arEk arg (z) =m, |z| = oo, M = Const >0, (17)
under large enough T the estimate
1-E_ | 55 (—)\;w- T&+5> > m* > 0 (18)

will hold, in which the constant m* does not depend on values of the indexes k, .
Therefore, using the condition of ”final overdetermination” (15), we get

Yri — ¢k,iEa71+§’g (= Ak TOP)

=B, 1.5 (o T97)

flc,i = /\k,i — )\k,igk,i~ (19)

Lemma. If (18) holds for all the values of the indexes k,i, then the solution (u(zx,t), f(x))
of the inverse problem (5)—(8) is unique.

Proof. Suppose that there are two solutions (u1(z,t), fi(x)) and (ua(z,t), fa(z)) of the
inverse problem (5)—(8). Denote

u(a,t) =ui (x,t) —ug (2,t), f(z)=fi(z)=f2(2).

Then the functions u(z,t) and f(z) satisfy Eq. (5), the boundary conditions (8) and the
homogeneous conditions (6) and (7):

w@w0) == [ 1©d zel-mm

uw, )= [ F©)d, welm

Therefore, by using the notations (12), from (19) we find

™

Jri = —AkiOki = —Aii?Y f&ds | Xii(x)de.

—T

Since
ki X (z)de = — X,’;Z- (x)dx = X,’m (—m) — X,’m (m) = aXy,; (),
this gives
fa=-a(v [ £©d) Xus ), (20)
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Since Xy 1 (m) =0, then for ¢ = 1 from Eq.(20) we have f;; = 0.
Since a # 0,

1
Xio(m) =vpcos ((k+0)m), lim vy, = T, lim d; =0,

k—o0 iy k—o0

(] rea)-
Hence we obtain fj 2 = 0.

Therefore, using this result, from (16) and (19) we find

then Eq. (20) is possible only if

ug; (t) = / u(z,t) Xii(x)de =0, fr; = f(2)Xg,i(x)de =0
for all values of the indexes k € N for ¢ = 1 and k& € Ny for ¢ = 2. Further, by the completeness
of the system (11) in Lo (—7, 7) we obtain

u(z,t)=0, f(z)=0 V (x,t) € Q.
The uniqueness of the solution of the inverse problem (5)—(8) is proved.

5 Construction of formal solution of the problem

As the eigenfunctions of the system (11) forms an orthonormal basis in Ly (—m, ), the
unknown functions u(x,t) and f (z) can be represented as

Zum ) Xk (z +Zuk2 ) Xk,2 (@), (21)

kal k1 ( +ka2 k2 ( (22)

where wuy, 1 (t) and uy 2 (t) are unknown functions; fk,l and fi 2 are unknown constants.
Substituting (21) and (22) into equation (5), we obtain the inverse problems (13)—(15).
If the constants o0y, ; are assumed to be given, then the solutions of these inverse problems
exist, are unique and represented by formulas (16) and (19). Substituting (16) and (19) into
series (21) and (22), we obtain a formal solution of the inverse problem (5)—(8).
From the analysis of formula (19) it is easy to see that the formal solution (21) of the
problem (5)—(8) will form a convergent series if and only if

lim )\k,iak,i = 0, 1= 1, 2. (23)
k—o0
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As above, we calculate

Ak,iCk,i = @ <’Y f () df) X1 (),
where X}, 1 (m) = 0 and
1
Xi2 () = v cos ((k+ o) ), klirglo v = N klirgoék =0.

Thus, (23) holds if and only if o ; = 0 for all values of the indexes k, 4. This is possible
only in the case

" reae=o. (24)

In this case, problems (5)7(8) and (1)—(4) coincide. Indeed, from (24) and Eq. (1) we have

™

0= [ rodc= [ rpracnde - [ {oeen + et (-6 fde
—T —T

For the first integral, we apply condition (4), and calculate the second integral. Then we

obtain
1

St emo)
This means that the boundary conditions (4) and (8) coincide. Hence, the problems (5)—(8)
and (1)—(4) also coincide.

Thus, in what follows, we shall consider the problem (1)-(3) with the boundary condition

0=(1-¢) {Q)x (—m,t) — @y (m,t) +

O, (—m,t) — Dy (m,t) — a® (—7,t) = 0. (25)

Thus, in what follows, we will consider the inverse problem (1)—(3), (25).
Similarly, as before, the formal solution of this problem can be constructed in the form
of series

Z‘I)kl ) Xk (z +Z<I>k2 ) X2 (2), (26)
T) = Z Fea Xk (@) + Z fr2 Xk 2 (), (27)
k=1 k=0
where fel s
D (t) = ((ﬁm v ) E 1,88 (_)\k,i t‘”ﬂ) + )\Lkl : (28)

Ui = kil 148 5 (= Ak To+F)
=B, 1he8 (= Tes)

Jri = Ak
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In order to complete our study, it is necessary, as in the Fourier method, to justify the
smoothness of the resulting formal solutions and the convergence of all appearing series.

6 Main results

Here we present the existence and the uniqueness results for our inverse problem.

Theorem. Let a >0, a+ 5 >0 and T be large enough that condition (18) holds for all
values of the indexes k,i.

(A) Let ¢(z), ¥(x) € W2 (—m,m) and satisfy the boundary conditions (10). Then for a
real number e such that |e| < 1 the inverse problem (1)—(3), (25) has a unique generalized
solution, which is stable in the norm:

2
B o 2 2 2 2
[opgal|, o+ 18l + 17 nmy < € {10l rm) + 190z |

where the constant C does not depend on ¢(x), ¥(x).

(B) Let ¢(z),(x) € C* [—m, 7] and let the functions ¢(x),¥(x) and ¢"(x), V" (z) satisfy the
boundary conditions (10), then for a real number € such that |e| < 1 the inverse problem
(1)-(3), (25) has a unique regular solution.

Proof. The generalized Mittag-Leffler function’s estimates (17) and (18) are known. There-
fore, from representations (16) and (19) we get estimates

| fril < Cr Akl { |Pri

+ lnil } (30)

(@i (0] < C1{ Inal + Il }, (31)

where the constant C; does not depend on the indexes k,7 and on the functions ¢(z), ().
Since the system of eigenfunctions (11) forms an orthonormal basis in Lo (—m, 7), then by
virtue of the Parseval equality, from this it is easy to obtain estimates

HfH%z(—ﬂ',ﬂ') <C {H(Z)HHiQ(—ﬂ',ﬂ') + Hwﬂuig(—ﬂ',ﬂ)} ’ (32)

||<I>xxH%2(Q) <cC {Hd)”HiQ(fﬂ',ﬂ') + H’l’[),/HiQ(*ﬂ'ﬂT)} : (33)

In deriving these inequalities we have used the fact that the functions ¢(x), v (x) satisfy the
boundary conditions (10). Now we can easily obtain an estimate for t*D@® (z,t) from Eq.
(5). This together with (32) and (33) gives the necessary estimate for the solution.

From the obtained estimates it also follows that in the formal solution of the inverse
problem constructed by us all the series converge, they can be term-by-term differentiated,
and the series obtained during differentiation also converge in the sense of the metrics Lo.
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From (21) and (31), by using the Holder’s inequality, it is easy to justify the inequality

Jna | @O < C{l6" 15 nm + 18 sy |

which justifies the continuity of ® (x,t) in the closed domain €.
From the representation of the solution in the form of series (21), (22) and inequalities
(30), (31) it is easy to justify estimates

|Paa (,8)] + [Py (2, 1)] + | f (2)| < C D P\k,z‘|2{ |Presil + |Vl } (34)
k=1

Let ¢(x),(x) € C* [~7, 7] and the functions ¢(z),v(z) and ¢”(z), ¥"(x) satisfy the bound-
ary conditions (10), then the number series in the right-hand side of (34) converges. There-
fore, in this case the formal solution constructed by us gives the regular solution of the inverse
problem (5)—(8). The Theorem is completely proved.
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CampibexoB M.A., Copcen6i A.A. 2KbIJIY CYBJINODPYINACHIHBIH Y/IEPICIH I1E-
PUOJATHI BEPIJIIMJAEPI BOUBIHIIIA KAJIIIBIHA KEJITIPY KEPI ECEBI TYPAJIBI

By makasa/ia xkyka KabaTThl OKIIAYJIAFBIIT MATEPHAJIFa OPATHLIFAH TYHBIKTAJIFAH METAJLI
chIMIIaFBl TepMoinddy3ust yaepicia Mmogeey ecebi KapacTbipblaral. OKImayIarbiin KabaThl-
HBIH a37aFfaH OTKI3TIITIK KacueTi 6ap memn >KopaMaJjaaHaabl. JIFHU, OHBIH Oip KafbIHIAFHI
TeMIIepaTyPACBIHBIH MOHI €KiHIM KarblHJIaFrbl Tuddy3usiiblik yiaepicke ocep eremi. Cout ce-
6enTi cTaHAaPTTHI KBUIYOTKIBTIITIK TEHIeYl OFaH MHBOJIIONUSICHI O0ap YIMHIM KOCBLIFBIIITE
KOCY apKBLIbI TYPJIEHIIpiieai. ATaaran yaepicTi Mojesiiey WHBOTIONUSACHI 6ap YKoHe KeHICTiK-
TiK afHBIMAJIBICHI OOMBIHIIA, TIEPUOITHI IIIEKAPAJIBIK, IIAPTTaPhI O0TATHIH Oip eJImeM I OeJIIeK
PETTi SBOJIIONUSIBIK TEHJIEY YIIH Kepi ecenTi KapacThIpyFa abll Keyeai. MyHaail Tenaeyaep-
i 6eitmokan cyomuddy3ust Teneyaepi Hemece OGeflIoOKa KBIIYOTKI3TIIMTIK TeHAeyIepi aemn
Te artaiijpl. Kepi ecen TeHJIEY/IiH OH YKArbIHJIAFbl T€K KEHICTIKTIK alHbIMAJIbIFa FaHa ToyeJ-
Ji GostarhiH Gesricis dbyHKIMAHBL (ecernTiy, memniMiMeH KaTap) KaJIbIHA KeJITIpy Mocesecin
KaMTubl. Bacrankpl Kyili MeH akbIprbl Kyiii KafiTa aHbIKTay IIapTTapbl OOJILII TabbLIAIbL.
By ecenriy mernmiminig 6ap 60Iybl MEH KAJFBI3IBIFB AlHBIMAJIBLIAD/BI AlbIPy TOCLIIMEH
TRJIeJIIeHe ],

Kinrrik ceznep. Kepi ecerr, 6e1iek peTTi 3BOJIIONUSIIBIK, TeHIEY, Oeitaokast cydauddysus
TeHeyi, 6eflIoKa I XKbLIYOTKI3TINTIK TeHIeyi, MHBOJIIONUACH! Oap TEHIEY, IePUOITHI IIIeKapa-
JIBIK, IIAPTTap, affHBIMAIBIIAPABI AHBIPY TOCLII.

CagpibexoB M.A., Capcentun A.A. OB OBPATHOI1 3AJJAYE BOCCTAHOBJIEHII
[TPOLIECCA TEILJIOBOI CYBAN®®Y3UU 10 ITEPUOANYECKNM JAHHBIM

B sroii crarbe paccMaTpuBaeTcs 3a1ada MOJIEJIMPOBAHMS IIporiecca TepMoaudy3un B 3a-
MKHYTO! METAJIJIMYECKOU IPOBOJIOKE, HAMOTAHHON H& TOHKHUHA JIUCT MU30JIAIMOHHOI'O MaTepu-
asia. CJ1oit M30JISIIIUN TIPEJIITOJIAaraeTcsl Caerka nporuraeMbiM. Ciie10BaTeIbHO, 3HAUEHUE TEM-
[IEPATYPBHI C OJIHON CTOPOHBI BJHsAET Ha porecce Juddysun Ha apyroi cropoue. Ilo sroit npu-
YMHE CTAHJIAPTHOE ypaBHEHHE TEILIOIPOBOIHOCTH MOIUMPUIIUDYETCS U J00ABJISETCST TPETHIA
wieH ¢ mHBoJOIMel. MojiesimpoBanue 3Toro mnporecca MpuBoJIUT K PACCMOTPEHUIO 00paTHO
3aJIa9K I OJTHOMEPHOTO YPABHEHUS JIPOOHON SBOJIIONMY ¢ WHBOJIIOIUEN U IEPUOIMIECKUME
FPAHUYHBIME YCJIOBUSME 110 IPOCTPAHCTBEHHON mepemeHHON. Takue ypaBHEHUS TakKe Ha-
3BIBAIOT HEJIOKAJbHBIME ypaBHeHUsAME CyOauddy3un U HeJIOKATbHBIMU YPABHEHUSIMU TETI-
nonposogHocTu. O6paTHasi 3a/ja4a COCTOMT B BOCCTAHOBJIEHNH (OJHOBPEMEHHO C DEIeHNeM )
HEU3BECTHON IIPABO YaCTU yPaBHEHUS, KOTOPast 3aBUCUT TOJILKO OT IIPOCTPAHCTBEHHON I1epe-
MEHHOIA. yCJIOBI/IHMI/I nepeoIlrpeae/ieHusd ABJIAI0TCA HaTa/JIbHOEC 1 KOHEIYHOE€ COCTOAHMA. PeSy.HI)—
TaThl CYIIECTBOBAHUS U €IMHCTBEHHOCTH PEIIeHUs JJIsi JIAHHOW 33191 TOJIYIE€HBI METOJOM
pasjiesieHust TIepeMeHHbBIX.

Kinougesnre ciiopa. Obparnas 3aja4a, ypaBHeHue JApoOHOI 9BOJIONNN, HEJIOKAJIbHOE yPaB-
HeHune cyonuddysnn, HeJIOKaJIbHOEe YPaBHEHNE TEIJIOIPOBOJIHOCTHU, YPABHEHNE C MHBOJIIOIINE]],
[IEPUOJINYECKUE I'PAHUYHBIE YCJIOBUS, METOJL PA3/I€JI€HUS IEPEMEHHDIX.
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Abstract. The absolute stability of program manifold of indirect control systems with variable coef-
ficients and with stationary nonlinearities is considered. Conditions of the stability of indirect control
systems are investigated in the neighborhood of the given program manifold. Nonlinearity satisfies to the
conditions of local quadratic connection. Sufficient conditions of the absolute stability of the program
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method of choosing Lyapunov matrix is specified. Also sufficient conditions of the exponential absolute

stability are received.
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1 Introduction

The inverse problems of the theory of ordinary differential equations have been inten-
sively developed as applied problems [1], [2]. These are namely the problem of the analytical
construction of systems of program motion, the general problem of constructing systems of
differential equations, the construction of automatic control systems for a given program
manifold.

At solving inverse problems of the dynamics of automatic control systems, the basic and
obligatory requirement is stability of program motion in the presence of unstable actuating
elements and system deviations from the given program at the initial time.

The analysis of works in this direction shows that an essential part of the literature is
devoted to the study of program manifold of control systems with constant coefficients (see

[31-[11]).
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At the same time, in mathematical modelling of various physical, chemical, biological
and environmental, etc. phenomena in the most cases lead to the need of research of control
systems with variable coefficients. This is the movement of a point of variable mass, moving
objects in which there is a change in mass and moment over time, in particular, jet thrust
aircraft with variable mass (see [12]-[14]).

In the class of ¢ times continuously-differentiable and bounded on a norm matrices = we
consider the program manifold Q (¢) = w(t,z) = 0, which is an integral for the system

J'U:f(t,ﬂj)—B(t)f, 6.:()0(0-)7 U:PT(t)W_Q(t)ga tel= [07 OO)’ (1)

provided Q(t) >> 0, where x € R"™ is a state vector of the object, f € R" is a vector-function,
satisfying conditions of the existence of the solution: z(t) =0, B(t) € Z"*", P(t) € Z5*" are
continuous matrices, w € R*(s < n) is a vector, p(o) € R" is a vector-function of control on
deviation from given program manifold, satisfying conditions of local quadratic connection:

0(0)=0 A 0<olp(o) <olKo;

K =diag ||k, ... k|, K=K">0. (2)
In the space R™ we select the domain G (R):

G(R)=A{(t,z):teIN|w(t,x)|| <p<oo}. (3)

Suppose that for all ¢t > ¢y the following conditions are satisfied:

1) the vector-function f(t, z) is continuous in all variables and satisfy Lipschitz conditions
for x € G;

2) the vector-function w and its partial derivatives are continuous in some closed bounded
simply connected domain G C X,,, containing the manifold Q(t);

0
3) the rank of the functional matrix ransza—wH = s at all points of (¢).
x
Due to the fact that (¢) is the integral manifold for the system (1)—(2), we have

ow

W:a

+Hf(t,z) =F(t,z,w), (4)

0
where H = a—w is Jacobi matrix and F(t,z,w) is a certain s-dimensional Erugin vector-
T
function, satisfying conditions F'(t,z,0) = 0 [1].
Taking into account that €2(¢) is the integral manifold for the system (1), and by choosing

the Erugin function as following
F(t,z,w) = —Aw, (5)

where —A € R*** is Hurwitz matrix, and differentiating the manifold §2(¢) with respect to
the time ¢ along the solutions of the system (1), we get [2]:
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O =—A(w —Ht)B(t)E, £ =¢(0), 0 = Pl (t)w - Q(t)S, (6)
0(0)=0 A 0<olp(o) <ol Ko;
K = diag||k1,.. ., k||, K=K >0. (7)

The system (6)—(7) has only a position of equilibrium z = ¢ = 0 if and only if, when

A HB

det _pr H#O

Definition 1. A program manifold Q(t) is called absolutely stable with respect to a vector-
function w, if it is asymptotically stable on the whole at all functions p(o) satisfying to the
conditions (7).

Statement of the problem. To get conditions of absolute stability of the program manifold
Q(t) of the indirect control systems with variable coefficients with respect to the given vector-
function w.

2 Asymptotical stability of program manifold

First, we consider the following system with variable coefficients as a linear approximation
of the system (6)—(7) with respect to the vector-function w:

w=—-A(t)w, t € I=10,00). (8)
If for w we construct the Lyapunov function
V(t,w) =wl L(t)w, 9)
then the time derivative of V' due to the system (8) is obtained in the following form
W(t,w) = w! G(t)w,
where G(t) = GT(t) is a symmetric matrix of the form

G(t) = —Cujiit) + L(t)A(t) + AT (t)L(t). (10)

Let the matrix A(t) € E°*° be non-degenerate, let the matrices A(t) and M (t) satisfy the
equality
AT ()M (1) = MT()A(), (11)

where M (t) € 2% is an arbitrary matrix. Then matrix L(¢) can be taken in the form

L(t) = M)A (t). (12)
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By virtue of (12) from relations (10) we get

dL(t)
Cdt
By the Kronecker-Capelli theorem, there always exists the matrix M (t) that satisfies equation
(10).

Theorem 1. Let the Erugin function F(t,z,w) have the form (5). Then, if the matriz A(t)
of the system (7) is non-degenerate and together with the matriz M(t) satisfy equality (10),

then whatever the given quadratic form with the matriz G(t) there exists a unique quadratic
form W (t) with the matriz L(t) and satisfies the equation

dVv(t,w)

dt (7 -

G(t) = M(t) + MT(t) — (13)

W(t,w) = w G(t)w.

The following theorem is valid:

Theorem 2. Let the Erugin function F(t,x,w) have the form (5). Then for the asymptotic
stability in the whole of the program manifold QU(t) of a linear system with variable coefficients
with respect to to the vector-function w, it is sufficient the fulfillment of relations

Lt)= M)A t) >>0AG({#) >>0 tel=]0,00),
where G(t) is determined by the formula (13).
3 Absolute stability of program manifold

Definition 2. We call a function V (t,w) definitely positive and admitting a positive higher
limit as a whole with respect to the vector-function w, if we can specify two continuous func-
tions Vi(w) and Va(w) such that for all w the following inequalities hold

Vi(w) < V(t,w) < Va(w),

and the functions Vi and Va are positive in the domain (3), moreover

lim W(w) =00
[lw[|—o00

and
V1(0) = V5(0) = 0.

The basic theorem. If there is a real, continuously differentiable function V (t,w) in the
domain (3) and positive-definite and allowing the highest limit in whole such that its derivative
dv

_% ) = W(taw)
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would be positive-definite for any function (o) satisfying conditions (7), then the program
manifold Q(t) is absolutely stable with respect to vector functions w(t,x).

Theorem 3. Let the Erugin function F(t,x,w) have the form (5) and suppose that there
exist matrices
L(t)=L"(t) >0, B = diag (B1,...,Br) >0

and non-linear function p(o) satisfies the conditions (7). Then, for the absolute stability of
the program manifold ) (t) with respect to the vector-function w it is sufficient the fulfillment
of the following conditions:

L(llwl® + [1l1%) < V < ba(llwl® + 11€]1%), (14)

gl +[1€17) < W < ga([lwl + [1€117), (15)

where 11,12, g1, g2 are positive constants.

Proof. Let there exist matrices
L(t) = LT(t) > 0, B = diag (B1,...,B,) >0,

then for the system (3) we can construct the Lyapunov function of the form

V(w, &) =wl L{t)w + /(pT,Bda > 0. (16)
0

Th,
o hbo in the case (o) = ho, h < K.

The second term in (16) is equal to J =

For this case we have estimates:

hB)llzl* <V < @), (17)

here [1(t), l2(t) are real, positive, continuous, smallest and largest roots of the characteristic
equation

Ly Lo
LT Lj

9

det ||[A — IE|| = 0,A = H

Ly = L(t) + PRBPT; Ly =PhBQ; L3=0"hpQ; == H Z’ H

A derivative on time ¢ of this function in view of the system (6) will take the following
form
—V = wlGow 4 20T G + ©T Gy + 2w Go& + 20T G4€ > 0, (18)
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where

Go=A"L+LA-L, Go=LHB, G, = %(BATPﬁ — Pp),

1 .
Gy = B0, Ga = 5(BPTHB + 5Q), G5 =0,

Gy G1 Gy
G=|GI G3 G, | >>0. (19)
GT Gt a5

Thus, for absolute stability of the program manifold, it is sufficient to fulfill the generalized
Sylvester conditions (19).

In relation (19), in order to obtain estimates for the functions w and £, we perform the
following replacement ¢ = ho, then we obtain the following inequality

—V =wlGow + 20T G1€ + T Go¢ > 0, (20)

where

Go=A"L+LA— L+ ATPBhPT — PBhPT + PhBQLPT;
Gi=LHB + %(PﬁhQ — ATPBhQ
+PhBPTHB + PhBQ — PhBQhQ — PhQT BhQ);

G2 = Q"hBQRQ — Q" BhQ — B"H' PBhQ.

Based on inequality (19), the following estimates are valid
g ®z]? < =V < g2(0)1211%, (21)

here g1 (t), g2(t) are real, positive, continuous, smallest and largest roots of the characteristic
equation

~ _ ~ || Go Gi
det |G - gE| =0, G = H aoa
if we assume that
g1 =infgi(t) A ga = sup g2(t), (22)
lh = lrtlf l1 (t) A ly = sup lg(t). (23)
t

Based on Theorem 1 and the basic theorem, we conclude: when the nonlinearity ¢(o)
satisfies the conditions (7), from estimates (16) and (20) it follows that conditions of Theorem
2 hold in case (21) and (22), then the program manifold Q(¢) is absolutely stable with respect
to the vector-function w. Therefore, the proof is complete.
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4 Exponential absolute stability of program manifold

Taking into account the estimates (16) and (20), we obtain the inequalities

t t
l;l%exp[ — /al(t)dt} <|| = H2§ ll_l%ewp{ — /ag(t)dt], (24)
to

where

ay(t) = ;ooal(t) = ; Vo= V(wo,&0)-

If we assume that
o = irtlf a1 (t) A g = sup aa(t),
t

then from the inequality (24) we obtain simplified estimate
l;lvoe:vp[ —a(t—to)] <|| 2 < lfl%emp[ — aa(t —to)]. (25)
We introduce two spheres
12(t0)lI* = lw(to)I* + I&(to) 1> = R?,

()% = |lwE@)II* + IEEDI* = €2, R>>e.

For asymptotically stable systems for all wg, &y on a sphere R there exists ¢j under which
o@D+ 1EEDN? = €2, llwEDI* + 1EEDI* < e Vi > 1.

In view of the given inequalities (16) and (21) on the sphere R, we obtain the following
relations

| 2 < i o Rexp| — aa(t — to)]. (26)

Corollary 1. Let the Erugin function F(t,x,w) have the form (5) and suppose that there
exist matrices
L=L">0, 8=diag(p,...,5) >0

and non-linear function p(o) satisfies conditions (4). Then, for the exponential absolute
stability of the program manifold Q (t) with respect to the vector-function w on the sphere R
it is sufficient the fulfillment of conditions (26).

Remark. Estimates (17) and (19) can be obtained by using properties (5) and a structure
of feedback o as following

[

Biki
0< [$ods < B ol 0< ol < halol’

0
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pr(llwl® +11l1%) < lloll* < ps(llwl® + [I€lI%),  ps = max{pz, va},

(27)

where k1 = min{k;}, f1 = max{8;} (i =1,2,...,7); B; k; are elements of the matrices 5 and

K, p1,p2 and v, 9 are determined as following:

o wWwppTy, w'pPpPTy,
= min ——rp—; = max ————:
Pl wrt0  wlw P2 w0  wlw
. §TRRT5 N §TRRT§ H w
V1 =min >————>; Vo = max ———; = ,
g0 €T =T 3
P P

)

det |l — pE|| =0, II= H

Pf P

where p1, py are real smallest and largest roots of the characteristic equation (28),

P =PP"; P=PQ"; P3=Q'Q.
Then, by virtue of (7) and (8) we have

L(h)(lwl” + 11€17) <V < L(R)(lwll + 1€)17),
Bk

where 11 (h) = min{(l1 + vp1),7p1},ls(h) = maz{(l2 + vp2), yv2}, v = 5

gr () (lwl* + 1El1” + llell?) <V < gs(B)(lwll* + 1117 + loll),
where g1, g2 are real smallest and largest roots of the characteristic equation
det |G — g(h)E|| = 0.
Taking into account estimates (27), from relations (30) we get
g (M) ([wl® + 11€]7 <V < gs(Mm2(llwll? + 11€1%),

12 = max{1l,1 + k1p3}.

(29)
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Kywmaros C.C. ATHBIMAJIBI KOR®OUIIMEHTTI TYPA EMEC BACKAPY YKYTI-
EJIEPTHIH BATJIAPJTAMAJIBIK KOIIBEMHECIHIH OPHBIK THLIBITHI

CrannoHap ChI3BIKCHI3IBIKTAPbI 6ap YKOHE alHBIMAJIbI KO(DPUIMEeHTTI Typa eMec 6acKa-
py XKyitenepinin 6argapraMablk KOMOeHeCIHIH aOCOMIOTTI OPHBIKTHIILIFB KAPACTHIPHLIAIEI.
Typa emec Gackapy KyiiesepiHin OPHBIKTBLIBIK IIapTTaphl Oepiiren OarmapJiaMablk, KOll-
Oeitne MaHaiibiHga 3epTTesdil. ChISBIKCHI3ABIKTAD JOKAIIbI KBAIPATTHIK, OailJIaHbIC IIapTTa-
PBIH KaHAFaTTaHIbIpaIbl. Bepiiiren BekTop-pyHKIU 60iibiHIa OarmapiaMablk KOnOeiHeHiH,
a0bCOJTIOTTI OPHBIKTHLIBIFBIHBIH XKETKITIKTI mapTTapb! JIamyHoB GyHKIUICHIH TYPFBI3Y apKbl-
JIBL aJIBIHJBL. JISIYHOB MaTpHIACBIH TaHIAAYybIH JoieKkTi omici kepceriaai. CoHbiMeH bipre
SKCIIOHEHITHAJIIBI aOCOTIOTTI OPHBIKTHIIBIKTEIH, KETKLIIKTI MMapTTAPhl AJIBIHIBI.

Kinrrix cosnep. barmapiamaibik kenbeiine, abCOIIOTTI OPHBIKTBLIBIK,, CTAIIMOHAD ChI3BIK-
CBIB/IBIK, AHBIMAJIBI KOIMUImeHTTep, JIAmyHos pyHKIUIIAPHI, JIOKAJIILI KBAIPATTHIK Oafi-
JIAHBIC.

Kymaros C.C. YCTONYNBOCTE ITPOI'PAMMHOI'O MHOI'OOBPABH S CUCTEM
HEITPAMOT O YIIPABJIEHUA C IIEPEMEHHBIMI KOOOUITMEHTAMNU

PaccmarpuBaerca abcosoTHass YCTOWYHBOCTL IPOTPAMMHOTO MHOI000OPa3usi CHUCTEM
HEIPSIMOTO YIIPABJIEHUSI ¢ TEPEMEHHBIMU KOI(DMUITUECHTAME U CO CTAIMOHAPHBIMY HEJIMHEITHO-
CTAMU. YCJIOBUS YCTONIMBOCTU CHUCTEM HENPSIMOTrO YIIPABJICHUS MUCCIEIOBAHBI B OKPECTHOCTH
3aJIAHHOTO [IPOTPAMMHOI0 MHOr0o0oOpasusi. HeslnHeiHOCTH yIOBIETBOPSIIOT YCJIOBUSAM JIOKAJb-
HOI KBajpaTuaHol cBa3u. JlocraTounbie ycjioBus abCOTIOTHON yCTONYNBOCTH IIPOrPAMMHOIO
MHOI000pa3usi OTHOCUTEIBHO 3a/IaHHON BEKTOP-(DYHKIUHU [TOJIY9YEHbI C TOMOIIBIO TTOCTPOEHUS
dbyukiun Jlgmynosa. Ykazan KOHKPETHbBIN MeToJl nmoabopa Marpuilbl JIsmynosa. Takxke mo-
JIVIEHBI JIOCTATOYHBIE YCIOBUS SKCIOHEHITNAIBHON abCOMIOTHON yCTORINBOCTH.

Kimrouesbre ciopa. Ilporpammuoe Mmuoroobpasue, abCoJIOTHAST YCTORYIUBOCTD, CTAIlMOHAD-

Has HEJIMHEHHOCTDb, IepeMeHHble KoddduimenTsl, dyHkinn JIgmyHoBa, JoKaabHas KBaIpa-
TUYHAS CBSA3b.
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