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Exact estimate of norm of integral operator with

Oinarov condition
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Abstract. Criteria for the boundedness of integral operators satisfying the “Oinarov condition” in
weighted Lebesgue spaces were obtained about thirty years ago. However, in these results, the norms
of integral operators are estimated from below and from above by the same expressions, without exact
calculation of the coefficients. For applications of these results to oscillatory and spectral problems of
differential equations, the knowledge of these coefficients plays an important role. Therefore, this work

is devoted to finding exact values of these coefficients.

Keywords. Integral operator, weight function, Hardy type inequality, kernel.

1 Introduction

Let I = (0,00), 1 < p, g < o0 and %—k 1% = 1. Let weight functions v > 0 and p > 0

satisfy the conditions p, v € LI°¢(I) and p'~?" e Ll°(I).
Consider the integral operator

Kf(x)= /K(x,s)f(s)ds, rxel,
0

where the kernel K (-, ) is a continuous non-negative function increasing in the first argument,
decreasing in the second argument and satisfying the condition: there exists a number h > 1
such that

K(z,s) < h(K(z,t)+ K(t,s)) (1)

for all (z,t,s): 0<s<t<uz<oo.

2010 Mathematics Subject Classification: 26D10, 47B38.
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Exact estimate of norm of integral operator with Oinarov condition 7

Let Ly ,(I), 1 < p < oo, be a space of all measurable and almost everywhere finite on I
functions f with the norm

wmm=</m@u@wm>p<m.

0

We need the statement that follows from Theorem 5 given in [1, p. 48].
Theorem A. Let 1 < p < q < oo and p be a Borel measure. Then the weighted Hardy

nequality ) .
(/mm W@Oqsc(/MMwaQp
0

0
holds for all functions f € Ly ,(I) if and only if

f(s)ds
0

B = sup[u([z, 00)]
>0

Qe
\
A
—
<
-
N~—
IS8
~
N
g

1 1
Moreover, B < C < pa(p')¥ B, where C is the best constant in the Hardy inequality.
Assume that

1

A = it;g (/v(x)dx) ' ((J/Kp/(z, s)pl_p/(s)d5> ’ ,

o0

Ay = sup ( / v(:c)Kq(x,z)dx> é ( / plp/(s)d8> ;,.

z 0

2 Main results
Theorem 1. Let 1 < p < q < co. The inequality

(/v(w) dw) "< C(/p(t)!f(t)\pdt>p (2)
0 0

holds for all functions f € Ly ,(I) if and only if A = max{A;, A2} < oo. Moreover, the
estimate

T

[ K@s)ds

0

1
7

A<C<(h+1)%pi(p)7 A (3)

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 6-14



8 Aigerim A. Kalybay, Askar O. Baiarystanov

holds, where C' is the best constant in (2).

Proof. Necessity. Let inequality (2) hold with the best constant C' > 0.
Let fo(t) = X(a,z)(t)pl_p,(t), where X(q,)(-) is the characteristic function of the interval
(o, 2), 0 < a < z < o0. Since

p() fo(t)Pdt = [ p(t)pP P (t)dt = | p' 7P (t)dt < o0,
Joonsra- | j

« «

then fo € Ly ,(I). Assuming f = fo in (2), we have

c( / p(t)!fo(t)l”dt> - c( / pl—P’<t>dt) p

0 «

qdac); > (7012(:13)

> (/v(w)K%x,z)da:)Cll/plp/(s)ds.

T

/ K (x, ) fo(s)ds / K (x, $)p'" (s)ds
0

[0}

7 \g
dx)

> <7v(w)
0

This gives
%) 1 z 1
q '
(/v(x)K%m,z)d:v) </p1_p’(s)ds> <C.

In the last inequality, the left-hand side does not depend on « and z, therefore, proceeding
to limit when o« — 0 and taking supremum with respect to z, we get

Ay < C. (4)

Now, we assume that fi(t) = X(a,z)(t)Kp/_l(z,t)pl_p, (t). Then

[otnnr= [ oo G000 0
0 o

z z

= / PP ()KP (2, 0)dt < KP' (2, a) / PP (#)dt < oo.

[0}

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 6-14



Exact estimate of norm of integral operator with Oinarov condition 9

Therefore, fi € Ly ,(I). Assuming f = f; in (2), we have

(7u(x) qu>; < C(/ZKP'(z,t)pl—p’(t)dt>

Using K (z,s) > K(z,s), the latter yields

hSA

/

/ K(z,s)K” (2, 8)p" " (s)ds

1
7

(/Kp/(z,s)pl_p/(s)ds>p <C

for all 0 < a < z < 00. Hence, A; < C, which, together with (4), gives

e}

< / v(:z;)d:z:)

z

Q=

A<C. (5)

Sufficiency. Let A < oo and f € Lp,(I), f > 0. Since the function K f(z), z € I, is
continuous and increasing, we find a sequence of points {zj}r>_oo C I such that

Tk
(h+1)F = /K(mk, s)f(s)ds. Then we have
0

(h+ 1" =(h+1)F = h(h+1)*!

Tk Tp—1

:/K(mk,s)f(s)ds—h / K(wg-1,s)f(s)ds

0 0
T Tr—1

= / K(mk,s)f(s)ds+/

Tk 0

K(zg,s) — hK(zk_1, s)] f(s)ds

Tr—1

< /K(a:k,s)f(s)ds—FhK(:z:k,xkl) / f(s)ds. (6)

0

Let us note that the last step in (6) is estimated by using (1). Now, using (6), we estimate

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 6-14



10 Aigerim A. Kalybay, Askar O. Baiarystanov

the left-hand side of (2):

(0/1)(95) O/K(x,s)f(s)d ) (zk:{ O/ (2, 9) f(5)ds dm)

1

< (Z(thl)q(’““) / v(:c)dx)q: <(h+1)2q2(h+1)Q(k1) / v(m)dm)q
k

k

T

q
=(h+1) < (/ka, s)ds + hK (zg, 1) /f )

X I/ v(x)dx) < (h+1)? (%:(x/ K(wk,s)f(s)ds> x/v(w)dx)
+ v(z)dr h1 K (xg, x5 )( f(s)ds) )q]
= (h+1)2|Jy + hJa|. (7)

Let us estimate J; and Jo separately. To estimate Ji, we use Holder’s inequality and obtain

q 1

Ji < <Z<7 |Pdt> (/Kp ar,8)p P ( )d)l 7lv(az)daz>q

k L1 Tk
< (t)|Pdt KP (1, )p" 7 ( d) ’ v(m)dw)q
(52 ] mowtora) ([iwoviom)” ]
<A ) f(t)]pdt> ) Y ( \pdt> ’ 8)
(=( /- (3 [ o
< Al( p(t)|f(t)\”dt>p-
/

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 6-14



Exact estimate of norm of integral operator with Oinarov condition 11

We write the expression J; in the form

e (g oo o) (] o)

Th+1

where du(z) = Z / v(z) K xg, vk—1)0(x — xx—1)dz and J(-) is the Dirac delta-function.
k o
Applying Theorem A to the right-hand side of (9), we have

1

([ (frem) )
§p5(p’)i’iglg (u([z,OO)ﬁ(/pl’p >l/><jp )| f(t !”dt> : (10)

Tk+1

plloe) = [ dute) = 3 [ vk oi)ds

Since

[z,00) Th-12% Tg
Th+1 o0
< Z / v(z) K4z, z)dx < /Kq(x, z)v(z)dz,
Tp122 g >
from (9) and (10) we have
1
1 P
Jo < pa(p

") A </p |pdt> . (11)
0

From (7), (8) and (11) we get

(/ (/sz )m)é < (h+1)%pr ()7 A (070/) I )\pdt>;.

Therefore, inequality (2) holds with the estimate

C < (h+1)pi ()7 A (12)

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 6-14



12 Aigerim A. Kalybay, Askar O. Baiarystanov

for the best constant C' in (2). From (5) and (12) we get (3). The proof of Theorem 1 is
complete.

Remark 1. Theorem 1 was first announced in the paper [2]. Its complete proof was presented

11
in the paper [3]. However, the value of the coefficient (h + 1)3pa(p')?" was not found in (3).
Let us consider the operator

T

Inf(z) = /(ac —$)*f(s)ds, a> 0.

0

The function K(z,s) = (x — s)® > 0 for x > s. Moreover, it increases with respect to = and

decreases with respect to s for 0 < s < x. In the case 0 < a < 1, we have
(x—98)*<(z—t)*+(t—29)* for 0<s<t<z and h=1.

Hence, from Theorem 1 we have the following statement.

Corollary 1. Let 1 <p < g < oo and 0 < a < 1. The inequality

<7Ov(:c)

holds if and only if Aq = max{A; q, A2} < 00. Moreover, the estimate

x

[ s ss)ds

0

dac)q < c( / p(t)| f(t)|1”dt>p, Ve Ly,  (13)

0

1
v

Ao S C<8pi(p)7 Aq (14)
holds for the best constant C in (13), where

oo 1 z L

Ao =sup /
2>0

z

Ay = i;l}g (71}(3})(1’ - z)qo‘dx> % (/Zplpl(s)ds> ?.

z 0
Let a > 1. Then (z — s)* <2 '[(z —)* + (t —5)*] for 0<s<t<z and h=2*"1
In this case we get one more statement.

Corollary 2. Let 1 <p < q < oo and o > 1. Inequality (13) holds if and only if
Ay = max{Aj o, A2n} < 00. Moreover,

1
7

Ap <C < (2271 +1)°pa () Ag, (15)

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 6-14



Exact estimate of norm of integral operator with Oinarov condition 13

where C' is the best constant in (13).

Remark 2. The statements of Corollaries 1 and 2 were announced in [4] and proved in [5].
However, the numerical values of the coefficients were not found in (14) and (15).

If a=n—-1, n>2 and p = ¢ = 2, then from Corollary 2 we have the following
statement.

Corollary 3. Let n > 2. The inequality

71}(93)
0

holds if and only if A, = max{Aj,,As,} < co. Moreover, the estimate

T

[ sy sds

0

2 o0
deC/MMﬂm%t (16)
0

A, <C<4(2241)°4, (17)

holds for the best constant C in (16), where

Aip = sup/v(x)d:c/(z — 5)2=D =1 (5)ds,
2>0 ] 9
Ay = sup/v(w)(:v — 2)2(”_1)dx/p_1(s)ds.
z>0
z 0

For n = 2 inequality (16) with the estimate (17) has the form

/v(:):) /(x — $)f(s)ds| du < C/p(t)]f(t)\zdt
0 0 0

with the estimate As < C < 256A45.

Remark 3. Let us note that in the mathematical literature condition (1) is often called
“Oinarov condition”.
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Kasnibait A.A., Baiiapsicramos A.O. OTHAPOB IIIAPTHI BAP MHTEI'PAJI/IBI OITE-
PATOPJILIH HOPMACHI YIIITH HAKTBI BATA

SAnpocer “OiftHapoB MmapThiH’ KaHaraTTaHIbIPATHIH HHTEIPAJIIBIK, OlIEPATOPILIH CAJIMAKTD
Jleber kenicrepine renesiMTiriHiH 6ajaMachkl OThI3 XKbLI OYpbIH ajbiaran. bipak Ta Oy
HOTHKe e MHTErPAJIIIBIK, OIlepaTOPAbIH HOPMAaCh! Oip ©PHEKIIEH €Ki KaKThl Oara iaHbIIl, OaraJia-
yaarsl Koo UIIEHTTED IIaMachl ecenTeaMered 60aaTbiH. Ochbl HOTHXKEH] quddepeHInaIIbK,
TeHJIeYJIePIiH TepOe/iMIIK, CIeKTPAJIILIK ecelTepine KoJAaHranaa 0ya KoadOuIneHTTepIi,
MOH/JIIK IaMaChIHBIH OpHBI 6Te 30p. COHIBIKTAaH OyJI MaKaja alThLIFaH KO3(MPUIMEHTTEPIIH,
MoOHIH Tabyra apHaJIFaH.

Kinrrix ceznep. HTerpaaablk omneparop, CAJIMaKTbl (PYHKIUS, XapIu TUOTI TEHCI3MIK,
©3€eK.

Kanwait A.A., Baitapeicranos A.O. TOUHA A OLIEHKA HOPMbBI NUHTET'PAJIBHO-
'O OIIEPATOPA C YCJIOBUEM OMHAPOBA

Kpurepun orpanndenHoCTH HHTEIPAJILHBIX OIIEPATOPOB B BECOBBIX IIpocTpaHcTBax Jlebe-
ra, KOrJa uX siapa yjaoBjeTBopsitor “yejaoputo OitHapopa’, ObLIM TOJYUIEHBI OKOJIO TPUIIATH
jer Haza. ONHAKO B 9THX DPE3yJIbTaTaX HOPMbI MHTEIDAJILHBIX OMEPATOPOB OINEHUBAIOTCS
CHU3Y U CBEPXY OJIMHAKOBBIMU BBIPAXKEHUSIMHU, 6€3 TOYHOro mojcdera kKoddduimeHTon. Jls
[IPUJIOZKEHUN 3TUX PE3YIHTATOB K OCIHUJIAIUOHHBIM U CIEKTPAJIbHBIM 3aja4dam juddepen-
IMAJIbHBIX yPAaBHEHUI 3HAHUE 3TUX KOX(DMUINEHTOB UTPAaeT BaXKHYIO PoJib. [loaTomy nannas
paboTa MOoCBdAIIEeHa HAXO0XKICHUIO TOYHBIX 3HAYEHUN STHX KOIDDUINEHTOB.

Kinouesbre ciioBa. InrerpasbHblil oniepaTop, BecoBast (pyHKIINs, HEPABEHCTBO TUTIA XaP/IH,
SIPO.
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Abstract. In this paper we consider the problem of finding necessary and sufficient conditions for the
fulfillment of a discrete inequality of the Hilbert-Stieltjes type. Moreover, an alternative proof of the

discrete Hardy-type inequality with variable limits of summation is presented.
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1 Introduction

Let 1 < p,q < o0, % + ]% =1, u = {u;}$2, be sequence of non-negative real numbers,
v = {v;}32, be sequence of positive real numbers. Let [,,, be the space of sequences f = {fi}22,;
for which the following norm is finite

/]

o0 »
po = [vfllp = (Z \Uifilp) ,  1<p<co

=1

At the beginning of the 20th century, the famous Hilbert’s double series inequality [1] of
the following form was proved

Yy s () (D) e 0

where fn, g, >0, > 0% fh <o, Y00, gn < 00 and ——— is the best constant in (1) (see.

[1)-
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16 Ainur M. Temirkhanova, Aigul T. Beszhanova

The inequality (1) is equivalent to Hardy-Hilbert’s inequality of the following form

<Z (an—?—gk>) sin 7r/p (pr> v Ja 20 (2)

k=1

The validity of the inequality (2) means the boundedness of the Hilbert operator:

Hf"_zk—l—n

from 1, to [, (see [2]). Note that a similar connection is kept between the integral analogues
T

_— 1], 12]).

iy (see 1 2D

The inequality (1) with its improvements has played a fundamental role in the develop-
ment of many mathematical branches, and considerable attention has been paid to Hilbert’s
double series inequality with its integral version and inverse version, various improvements
and extensions by many authors, see for instance [3-12]. In papers [13], [14] the boundedness
of the Stieltjes integral operator of the following form

of the inequalities (1) and (2), with the best constant

Sy f(x) = /0 (a:f—l(—tz) dt, x>0, v >0,

in weighted Lebesgue spaces and the weighted estimates for its discrete analogue

o
o DS U
k:l k—i—n

are also established for cases 1 < p < ¢ < oo and 1 < ¢ < p < o0, respectively. Moreover,
in [15] the equivalence of four alternative conditions of the weighted integral inequality for
Stieltjes operator is proved when 1 < p < g < co. A similar result for the weighted integral
Stieltjes inequality when 0 < ¢ < p, 1 < p < oo was obtained in [16], where in particular, a
new proof of a result of G. Sinnamon [14] is given, which also covers the case 0 < g < 1.

In this paper we consider the generalized Hilbert-Stieltjes inequality of the following form

1

(Z |un<Tf)n|q) ‘<c (Z |vnfn|”> ;o Vf€lw, 1<p<g<oo,  (3)

n=1 n=1

Sl

where

©
= o+ @

k=1
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On a discrete Hilbert-Stieltjes inequality 17

is the Hilbert-Stieltjes type operator, v > 0 and b : N — N is a non-decreasing mapping such
that b(1) = 1, lim, o b(n) = oc.

The aim of the work is to prove the weighted estimate (3) for the Hilbert-Stieltjes type
operator (4).

Note that when v = 1, b(n) = n, the inequality (3) coincides with the inequality (2).
When b(n) = n, the operator T coincides with the discrete analogue of the Stieltjes operator.

The investigated operator (4) for f = {f}5°, non-negative sequences of real numbers

can be represented as a sum of two discrete Hardy-type operators with upper and lower
summation limits as follows

ISV S U P S

then the inequality (3) is characterized by splitting it into two weighted Hardy-type inequal-
ities for f > 0, and thus we obtain two different conditions.

In [17], [18] necessary and sufficient conditions of the validity of weighted inequalities (3)
for discrete Hardy type operators of T1,T> when v = 0 are obtained. A similar problem for
integral Hardy type operators was studied in a series papers [19-22].

From above-mentioned it follows that to obtain the main result of this paper (see Theorem
1), firstly we need to establish criteria for the fulfillment of discrete weighted Hardy type
inequalities (see Theorems 2 and 3) for operators 77,75 with variable summation limits of
the following types

1
o] b(n) 7\ o] %
dlund f| | <cC (Z |kak!p> o Yf €l (6)
n=1 k=1 k=1

P

< C (Z kak;|p) ’ \V/f € lp,vy (7)
k=1

which have independent meanings. Note that in [17], [18] the condition on the sequence
{b(n)} differs from ours, where {b(n)} is an increasing sequence of natural numbers and their
method of the sufficiency proof is not applicable in our case. Here we use the method of
localization, which previously was used in the paper [23].

Remark. In the sequel the symbol M << K means that M < cK, where ¢ > 0 is a constant
depending only on unessential parameters. If M << K << M, then M ~ K. Also we will
assume »_.*, =0, if m < k.

1
q

00 00 4
k=b(n)

n=1

2 Main results
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18 Ainur M. Temirkhanova, Aigul T. Beszhanova

Our result reads:

Theorem 1. Let 1 < p < g < oo. Then the inequality (4) holds if and only if D = D1+ Dy <

o0, where
b(n) p’

o-en(E () (E)

n>1

Q=

Q=

Dy = sup <Zu ) i <mv(kk)>p’ P .

n>1 k=b(n)

Moreover D =~ C, where C' is the best constant in (4).

Before to prove Theorem 1, we establish the criteria for the fulfillment of the inequalities

(6) and (7).
Theorem 2. Let 1 < p < q < co. Then the inequality (6) holds if and only if

1
7

2 [b(n) »
—sup(Zu) ka_pl < 00.
k=1

n>1

Moreover A =~ C, where C' is the best constant in (6).

(8)

Proof. Necessity. Let the inequality (6) hold for Vf € [, , with a finite constant C', we show

_ —p' .
A < 00. For Ym € N take the test sequence fi = { ve s 1<k <b(m);

0, k> b(m).
We substitute f in the inequality (6):

1 1
b(n) P 0o b(n) a9\ a
Clifllpw =C ut | = un ) S
k=1 n=1 k=1
1 1
00 b(m) 9\ 4 b(m) 00 3
/ !
(3 (mxar) ) - (X ()
n=m k=1 k=1 n=m

From (9) it follows that

A = sup Zv

m>1

SC
N
NE
<
RS
N——
Q=
A\
Q
AN
8

Sufficiency. Let A < oo and 0 < f € [y ,.
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On a discrete Hilbert-Stieltjes inequality 19

For all i > 1 we define the following set: T; = {k € Z:2F < (Pf);:= Zb.(i) fj}, k; =

max T;. Then
< (Pf); < 2Rt >, (11)

Let mi =1 and My ={i € N : k; = k1 = kp, }. Suppose that mg is such that sup M; + 1 =
my. Obviously me > m; and if the set M; is upper bounded, then my < oo and mo — 1 =
max M; = sup M. Let us inductively define numbers 1 = m; < mo < ... < mg < 00, s > 1.
To define mgy1, we assume that mgi1 = sup My + 1, where My ={i € N : k; = k., }.

Let Ng = {s € N : ms < oo}. Further, we assume k,,, = ns, s € Ny. From the definition
of ms and from (11) it follows that, for s € Ny

2" < (Pf); <2 my < i <mgyq — 1 (12)
and
N = U msamerl N U m8+1))
s€Ng s€Np
where [m87m5+1> m[mlvml+1) =0, [b<m5>7 b(ms-i-l)) ﬂ[b(ml>v b(ml+1)) =, s#l.
Hence
ms1—1 mo—1 m3—1 mst1—1
IPFlIE. =D >, PHI =D (PHII+ > (PHWI+Y > (PHul. (13)
s€ENg j=ms Jj=mi Jj=ma §>3 j=ms

We consider all three cases separately. Using (12) and Hélder’s inequality, we obtain

mo—1 mo—1 mo—1 mo—1
St < S 2 ccom S < g, 3
Jj=mi Jj=m1 Jj=m1 Jj=m1
b(m1) d %) b(m1) 5 %) b(m1) %
] S S S ] anmm, g
k=1 j=m1 k=1 Jj=m1 k=1
ms3—1 m3z—1 ms3—1 ms3—1
3 (Pt < 2o St ccom S < o, S
J=ma2 Jj=ma Jj=mae Jj=mae
b(mQ) m3 1 b(mz) ﬁ o0 b(mg) %
<> < X Dl Y )| <AYfL,.  (15)
k=1 Jj=ma k=1 Jj=ms k=1

To estimate the third term in (13) for s > 3, we first estimate 2"s~! using (12) and
ng_o + 1 < ng — 1, which follows from ngs_9 < ng_1 < ng
b(ms)

gremt = one —gmemh <ot —9ne2 < (P)y = (P s <Y fie (16)
k=b(ms_1)
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Using Holder’s and Jensen’s inequalities, we get

msy1—1 msy1—1 msy1—1
DD IRITTTRD SELECIES PRTIED Sl S
s§>3 j=mg s>3 Jj=ms s>3 Jj=ms
q 4q
b(ms) a ms-&-l*]- b(ms) P b(ms) p’ mg_i'_l*l
)
2| 2 A X s S okl >out | Xy
823 \k=b(ms—1) j=ms $23 \k=b(ms_1) k=b(ms—1) Jj=ms
aq 1749
P b(ms) ) q
vk fr|? sup Z v, ” Z uj << Af|d.  (17)
s>3k b(mé ) szl \ k=1 j=ms

Then from (13 ) and (17) it follows

1P fllgu << Al fllpw: f =0

and C' << A, which together with (10) we get C' ~ A.
Theorem 3. Let 1 < p < q < oco. Then the inequality (7) holds if and only if

1
Y

B = sup (Zu )q Z v < oo. (18)

n>1 k=b(n)

Moreover C =~ B, where C' is the best constant in (7).

Proof. Necessity.
Let us show that B < oo, when inequality (7) holds Vf € I, , Vm, M € N : b(m) < M, we
v, b(m) <k < M;

0 1<k < b(m). Substituting f into the inequality (7), we have

assume that fj, = {

M % 00 00 a %
Clifllw=C | D o | =D (un X fa >
k=b(m) n=1 k=b(n)
m M , 1 é M , m %
> un Yo vt = D (Z u%) . (19)
n=1 k=b(m) k=b(m) n=1
It follows from (19) taking into account that Vm, M € N
1 o
q 00 , 4
—p
= sup u, v < C < o0. (20)
mz1 <Z ) k:bz(m) '
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Sufficiency. Let f > 0. For all ¢ > 1 we define the following set

Ti={keZ:Qf)i=Y f;<27"}

j=b(1)
and we assume that k; = maxT;. Then
2~ kitl) < (Qf); < 27F i > 1. (21)

Let m; =1 and My = {i € N : k; = k1 = ky, }. Suppose mg such that sup M; + 1 = ma.
Obviously, mo > my and if the set M; is bounded from above, then mo < co and mgy — 1 =
max M; = sup M;. We define inductively the numbers 1 = m; < mo < ... < mgs < 00, s > 1.
For the definition mgy1, assume that msy; = sup M + 1, where My = {i € N : k; = ms}.
Let Ng = {s € N : ms < oo}. Further, we put k,,, = ns, s € Np. It follows from the definition
of ms and (21) that for s € Ny

g~ (netl) (Qf) <27 mg <i<mgy — 1 (22>
and
N = | msmer1), N= [ b(ms),b(mss1)),
s€Ng s€Np
where [mg, 1) (e, mis1) = @, [b(ms), bmai1)) (b(me), bmis) = , 5 # 1.
Therefore
ms+1—1 mgs+1—1 ms+1—1
Q5= > @NJuf< D 270 > uf<< 2700 H 0wl (23)
SENg j=ms s€Ng Jj=mg s€Ng Jj=msg

Let us estimate the value 2"2 using (22) and ns + 2 < ns 2, which follows from ns <

N1 < Ng42
9~ (ns+2) _ 9=(nst1) _ 9=(ns+2) < 9=(nstl) _ g-nap2 <

0o o) b(msy2)
(Qf)ms-ufl - (Qf)ms+2 < Z fj - Z fj < Z fj~ (24)
J=b(ms11-1) J=b(ms42) J=b(ms41-1)

Applying (24) and Holder’s inequality in (23), we obtain

Mst1—1 b(msy2) Tmgy1—1
IQfIIL, << D 270t 3= wl < 3 D
s€Ng j=ms s€No \i=b(msy1—1) Jj=ms
a a
b(ms+2) P 00 " msp1—1

<3| X whr S Y << Bl

s€No \i=b(msy1—1) b(msy1—1) j=1
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Hence C' << B together with (20) we obtain C' ~ B. Theorem 3 is proved.

Using Theorems 2 and 3, we present the proof of the main result:

Proof of Theorem 1. It follows from condition (5) that the fulfillment of inequality (3) is
equivalent to the fulfillment of the weighted Hardy-type inequalities of the following form

q

Q=

< | . b(n) 00 >
> W%ka <G <Z !kak;|p) ;o Vi€l (25)
n=1 k=1 k=1
and
) %) f a % [e's) %
k
Z Unp bV(k}) < Cq (Z |kak|p> s vf € lp,v (26)

and C =~ C} + Cs, where C1, Cy are the best constants of inequalities (25) and (26), respec-
tively. Then, by Theorem 2 and Theorem 3, inequalities (25) and (26) hold, respectively, if
and only if

o0 7 (b0
U; q\ ¢ o
C’llezsup<E <b7(z)>> E v, ” < 00,
k=1

n=1 i=n

n . % 1S9 " —p/ p’
Cy ~ Dy = su U < 0.
2 2 nzli ~ ’ Z <b7(k))

i= k=b(n)

References

[1] Hardy G.H., Littlewood J.E. and Polya G. Inequalities, Chap. 9, London: Cambridge Univ.
Press, 1952.

[2] Chen Q., Yang B. A survey on the study of Hilbert-type inequalities, Journal of Inequalities and
Applications, 2015:302 (2015).

[3] Bicheng Y., Debnath L. On a new generalization of Hardy—Hilbert’s inequality and its applica-
tions, Journal of Mathematical Analysis and Applications, 233 (1999), 484-497.

[4] Jichang K., Debnath L. On new generalization of Hilbert’s inequality and their applications,
Journal of Mathematical Analysis and Applications, 245 (2000), 248-265.

[5] Mingzhe G. On Hilbert’s inequality and its applications, Journal of Mathematical Analysis and
Applications, 212 (1997), 316-323.

[6] Gao M. and Yang B. On the extended Hilbert’s inequality, Proceedings of the American Math-
ematical Society, 126:3 (1998), 751-759.

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 15-24



On a discrete Hilbert-Stieltjes inequality 23

[7] Jichang K. On new extensions of Hilbert’s integral inequality, Journal of Mathematical Analysis
and Applications, 235:2 (1999), 608-614.
[8] Yang B. On new generalizations of Hilbert’s inequality, Journal of Mathematical Analysis and
Applications, 248:1 (2000), 29-40.
[9] Handley G.D., Koliha J.J. and Pecaric J. A Hilbert type inequality, Tamkang Journal of Math-
ematics, 31:4 (2000), 311-315.
[10] Pachpatte B.G. Inequalities similar to certain extensions of Hilbert’s inequality, Journal of
Mathematical Analysis and Applications, 243:2 (2000), 217-227.
[11] Zhao C.J. Generalization on two new Hilbert type inequalities, Journal of Mathematics, 20:4
(2000), 413-416.
[12] Zhao C.J. and Debnath L. Some new inverse type Hilbert integral inequalities, Journal of Math-
ematical Analysis and Applications, 262:1 (2001), 411-418.
[13] Andersen K.F. Weighted inequalities for the Stieltjes- transformation and Hubert’s double series,
Proc. Roy. Soc. Edinburgh, A86:1—2 (1980), 75—84.
[14] Sinnamon G. A note on the Stieltjes transformation, Proc. Roy. Soc. Edinburgh, 110A (1988),
73-78.
[15] Gogatishvili A., Kufner A., Persson L.-E. The weighted Stieltjes inequality and applications,
Math. Nachr., 286:7 (2013), 659-668.
[16] Gogatishvili A., Persson L-E., Stepanov V.D., Wall P. Some scales of equivalent conditions to
characterize the Stieltjes inequality: the case ¢ < p, Math. Nachr., 287:2-3 (2014), 242-253.
[17] Alkhliel A. Discrete inequalities of Hardy type with variable limits of summation. I, Bull. PFUR,
4 (2010), 56-69 (in Russian).
[18] Alkhliel A. Discrete inequalities of Hardy type with variable limits of summation. II, Bull.
PFUR, 1 (2011), 5-13 (in Russian).
[19] Stepanov V.D., Ushakova E.P. On integral operators with variable limits of integration, Proc.
Steklov Inst. Math., 232 (2001), 290-309.
[20] Stepanov V.D., Ushakova E.P. On the Geometric Mean Operator with Variable Limits of Inte-
gration, Proc. Steklov Inst. Math., 260 (2008), 254-278.
[21] Stepanov V.D., Ushakova E.P. Kernel Operators with Variable Limits Intervals of Integration
in Lebesgue Spaces and Applications, Math. Inequal. Appl., 13 (2010), 449-510.
[22] Oinarov R. Boundedness and compactness of integral operators with variable integration limits
in weighted Lebesque spaces, Siberian Math. Journal, 52:6 (2011), 1042-1055.
[23] Oinarov R., Persson L.-E., Temirkhanova A. Weighted inequalities for a class of matriz opera-
tors: the case p <= g, Math. Inequal. Appl., 12:4 (2009), 891-903.

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 15-24



24 Ainur M. Temirkhanova, Aigul T. Beszhanova

Temupxanosa A.M., Becxanosa A.T. JIVNCKPETTI T'MJIBBEPT-CTUJIBTBEC
TEHCI3IIT'T TYPAJIBI

Byn xymbicta 'mipbepr-CTuyibThec TUIITI TUCKPETTI TEHCI3IIKTIH, OPBIHIAJIYBIHBIH Ka-
JKETT 2KOHE KETKITIKTI mapTrapbl KapacTbipbliaibl. O1an 6acka, KOChIHIbLIAY MIEeKTePi aii-
HBIMAJIBL 00JIATHIH Xap/Id TUITEC IUCKPETT] TeHCI3MIKTIH A 1e/ineyinin Oasama o1ici KeaTipii-
TeH.

Kinrrix ceznep. Xapay TUITEC TEHCI3IIK, ONEpaTOPALIH, IIeHe iMairi, Jleber cajamMaxTbl
kerictikrepi, ['mapbepT-CTHABTHEC THIITI OIIEPATOP.

Temupxanosa A.M., Becxkanosa A.T. Ob O/ITHOM JMCKPETHOM HEPABEHCTBE
I'MJIbBEPTA-CTUJIBTBECA

B pabore paccmarpuBaercs 3ajiada 0 HAXOXKJIEHUM HEOOXOJUMBIX M JIOCTATOYHBIX yCJIO-
BUi1 BBIIIOJIHEHUS JINCKPETHOIO HepapeHcTBa Tuiia ['misbepra-Cruarbeca. Kpome Toro, mpu-
BOJUTCS aJbTEePHATUBHBIN CIIOCOD JOKA3aTEIbCTBA JUCKPETHOIO HEPABEHCTBA THIA XapIu C
IIepeMEeHHBIMA TIPeJIeIaMU CyMMUPOBAHUSI.

Krouesnre ciioBa. HepaserncTso Tumna Xap/n, orpaHIIeHHOCTb OIEPATOPa, BECOBBIE IIPO-
crpanctBa Jlebera, oneparop tura ['mibbepra-Cruirheca.
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Abstract. A new type of oscillations of discontinuous unpredictable solutions for linear inhomogeneous
systems with impulsive actions is considered. The moments of impulses of investigated systems consti-
tute a newly determined unpredictable discrete set. The models under investigation admit unpredictable
perturbations. Sufficient conditions for the existence and the uniqueness of asymptotically stable discon-
tinuous unpredictable solutions are provided. For constructive definitions of unpredictable components in
examples, randomly determined unpredictable sequences are utilized. The set of discontinuity moments

is realized by the logistic map. Examples with simulations are given to illustrate the results.

Keywords. Discontinuous unpredictable function, Linear impulsive system, Bernoulli process, Asymp-

totic stability.

1 Introduction and preliminaries

Oscillations are functions, which are of indisputable importance for applications. This
is why they are in the focus not only of specialists in the field of applied mathematics and
differential equations, but also physicists and neural network experts. A new type of oscilla-
tion, called an unpredictable trajectory, was introduced in the paper [1]. An unpredictable
trajectory is necessarily positively Poisson stable, and one of its distinctive features is the
emergence of chaos in the corresponding quasi-minimal set. The type of chaos based on the
presence of an unpredictable trajectory is called Poincaré chaos [1].
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Unpredictable functions continue the line of oscillations such as periodic, almost periodic,
recurrent and Poisson stable motions, which are basic oscillations considered in theory of
differential equations. Different types of differential equations with unpredictable solutions
were studied in the papers [2-6] and in the book [7]. Recently it is proved in [8,9] that
unpredictable motions take place also in random processes.

There are papers [10-16], which investigate discontinuous periodic and almost periodic
oscillations in various types of differential equations. In this paper, using the techniques
presented in [2—4,7] and results on the theory of impulsive differential equations [17, 18],
the existence, uniqueness, and stability of discontinuous unpredictable solutions of linear
impulsive systems are studied. To construct an unpredictable function, an unpredictable
sequence resulting from a randomly defined discrete Bernoulli process [8] is utilized.

Throughout the work, N, Z and R denote the sets of natural numbers, integers and real
numbers, respectively. Moreover, we make use of the usual Euclidean norm for vectors and
the spectral norm for square matrices [19].

Denote by R the set of all functions defined on the real axis. They are continuous, except
countable sets of points. At the points the functions admit one-sided limits. The sets of
points do not necessarily coincide, if functions are different. The sets of points do not have
finite accumulation points and are unbounded on both sides.

The functions ¢(t) and h(t) from R, are said to be e-equivalent on interval S C R, if the
points of discontinuity of the functions g(¢) and h(t) in S can be respectively numerated 67
and 0, k =1,2,...,p, such that |6 — 0| < e for each k = 1,2,...,n, and ||g(t) — h(t)]| <€
for each t € S, except those between Qg and 92 for each k. In the case that g and h are
e-equivalent on S, we also say that the functions are in e-neighborhoods of each other. The
topology defined with the aid of such neighborhoods is called the B-topology [17].

In what follows, we will denote by [d1, da], d1,d» € R, the interval [d1, do], if dy < d2 and
the interval [dQ,dl], if dy < dj.

Let 0y, k € Z, be a sequence of real numbers such that 0 < 65,1 — 60 < 0 for some positive
numbers 6, 6, and || — oo as |k| — oo.

Definition 1. A piecewise continuous and bounded function ¢(t) : R — RP with the set of
discontinuity points Oy, k € 7, satisfying p(0x—) = @(0k) for each k € Z is called discontin-
uous unpredictable function (d.u.f.) if there exist positive numbers €y, o, sequences ty, Sp of
real numbers and sequences l,,, m, of integers all of which diverge to infinity such that

(a) O+, —tn —0k] — 0 as n — oo on each bounded interval of integers and
1O, +1, — tn — Om, | > €0 for each natural number n;

(b) for every positive number € there exists a positive number & such that ||o(t1) — @(t2)| < €
whenever the points t; and ta belong to the same interval of continuity and [t; — ta| < 0;

(c) p(t+t,) = p(t) as n — oo in B-topology on each bounded interval;
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(d) for each natural number n there exists an interval [s,, — o, s, + 0] C [Hmn,/(HZan —tn)]
which does not contain any point of discontinuity of ¢(t) and p(t+ty), and ||p(t+t,) —
o(t)|| > ey for each t € [s,, — 0, sy, + 0].

In Definition 1, we call the property (b) conditional uniform continuity of ¢, the property
(¢c) Poisson stability of ¢, and the property (d) unpredictability of .

The sequence 0y, k € Z, is said to be an unpredictable discrete set if the condition (a) is
satisfied.

Definition 2. Suppose that ¥(t) : R — RP is a piecewise continuous and bounded function
with the set of discontinuity points Oy, k € Z, satisfying ¥ (0x—) = ¥(0k) and Ty, k € Z, is
a bounded sequence in RP. The couple (1(t),T'x) is called unpredictable if there exist positive
numbers €g, o, sequences t,, Sy of real numbers and sequences l,, m, of integers all of which
diverge to infinity such that

(a) |Ok+1, —tn —0k| — 0 as n — oo on each bounded interval of integers and
1O +1,, — tn — Om.,| > €0 for each natural number n;

(b) for every positive number e there exists a positive number § such that || (t1) — ¥ (t2)]| < €
whenever the points t; and ta belong to the same interval of continuity and |t; — ta] < J;

(c) Y(t+t,) = ¥(t) as n — oo in B-topology on each bounded interval;

(d) for each natural number n there exists an interval [s,, — o, sy, + 0] C [Gmnmﬂn )]
which does mot contain any point of discontinuity of (t) and (t + ty,), and |[(t +
tn) — ()| > €0 for each t € [sy, — 0, 8y + 0);

(e) Tkt1, —Tk| — 0 as n — oo for each k in bounded intervals of integers and
ITn 41, — I'm,, | = €0 for each natural number n.

If the couple (¢(t), k) is unpredictable in the sense of Definition 2, then 1(¢) is a discon-
tinuous unpredictable function in the sense of Definition 1.

Definition 1 does not follow from the Definition 2, since one cannot obtain the former
just by diminishing the terms I'y. The sequence of zeros is not an unpredictable sequence.
Consequently, both definitions are needed in the paper.

According to the purpose of the present study, we specify the discontinuity moments of
the impulsive systems that will be investigated as

Op = kT + v, k€ Z, (1)
where v, k € Z, is a sequence of real numbers which is unpredictable in the sense of Definition

3.1 [4], and T > 4 is a number such that sup |y;| < T'/h for some number h > 3.
kEZ
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Since i, k € Z, is an unpredictable sequence, there exist a positive number ¢y and
sequences (y, 7, both of which diverge to infinity such that |yyy¢, — | — 0 as n — oo for
each k in bounded intervals of integers and |y, +n, — Yy.| = €0 for each natural number n.

Let us show that the sequence 6y, k € Z, is an unpredictable discrete set. More precisely,
we will demonstrate that the property (a) mentioned in Definition 1 is valid for 6y, k € Z,
with t, = T'(,, 1, = (n, and m,, = n, for each natural number n. By these choices of the
sequences t,,l, and m,,, we have that

Ok+1,, — tn — Ok = [(k + C)T + Yerco — T — KT — | = Vet — Wkl -

Therefore, |01, — tn, — 0| — 0 as n — oo for each k in bounded intervals of integers. On
the other hand,

|9mn+ln —tn = Om,| = |00+ C)T + Yin+Cn — T — T — 7nn|
|Fy77n+<n - ’777n| Z €0

for each natural number n.

Additionally, one can confirm that 0, k € Z, defined by (1) satisfies the inequality

_ 2T — 2T
Q§0k+1—9k§9WithQ:T—TandH:T—l—T.

2 Linear systems with non-unpredictable impulses

The main object of the present section is linear impulsive system,
'(t) = Ax(t) + f(t), t # Ok,
Ax|i=p, = Bz (), (2)

where t € R, the matrices A € RP*P and B € RP*P commute, the sequence 6, k € Z, of
discontinuity moments is defined by equation (1), and f(¢) : R — R? is a d.u.f. in the sense
of Definition 1. We suppose that det(I + B) # 0, where I is the p x p identity matrix.

Let us denote by X(¢,u) the Cauchy matrix of the following linear impulsive system
associated with (2),

2/ (t) = Ax(t), t # O,
At|i—g, = Bz (). (3)
Since the matrices A and B commute, we have for ¢ > u that
X(t,u) = At ([ + B)Rt) (1)

where k([u,t)) denotes the number of the terms of the sequence 0y, k € Z, which belong to
the interval [u,t), and X (u,u) = I [18].
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1
Let us denote by A;, j =1,2,...,p, the eigenvalues of the matrix A + TLD(I + B).

The following condition on the system (2) is required:
(C) mjax ReXj = A <0, where Re); is the real part of A\; for each j =1,2,...,p.

In consequence of (4), under the condition (C'), there exist numbers K > 1 and 0 < o <
—A such that

1X (t,u)| < Kemotw (5)

for ¢ > w [17,18].
Let us prove the following auxiliary assertion.

Lemma 1. Assume that the condition (C) is fulfilled, then the following inequality
X (t+ tn,u+tn) — X(t,u)| < Koe @ (6)
holds, where Ky = K max (1, || B]|).

Proof. By using (4) and (5), we can show that

X (4t + ) — X (£, )| < HeA(t_u) (I + B)k([u+tn,t+tn)) _ oAt (I+B)k([u,t))“

< Hew—u) (I+ B)k([“’t))H H( [ + B)F(luttntrta) k()| _ IH

< K max (1,|B|) e >t

for t > u. The lemma is proved. [
The following theorem is concerned with the discontinuous unpredictable solution of sys-
tem (2).

Theorem 1. Suppose that the condition (C) is valid. If f(t) is a d.u.f. in the sense of Defi-
nition 1, then system (2) possesses a unique asymptotically stable discontinuous unpredictable
solution.

Proof. As it is known from the theory of impulsive differential equations [17,18], according
to the boundedness of the function f(t), system (2) admits a unique solution ¢(t) which is
bounded on the real axis and satisfies the equation

t

o(t) = / X(tu)f(u)du, teER. )
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One can verify for points of continuity that

H de(t)

t
Al MK
dtHﬁIIAH / 1X (¢, w)| yf(u)||du+Hf(t)”:||||af+

My, (8)

where My = sup || f(t)||. Therefore, ¢(t) is a conditional uniform continuous function. The
teR

asymptotic stability of ¢(t) can be verified in a very similar way to the stability of a bounded
solution mentioned in [17].

Since f(t) is a d.u.f., there exist positive numbers €, o, sequences t,, s, of real numbers
and sequences [,,, m, of integers all of which diverge to infinity such that the properties (c)
and (d) in Definition 1 hold for f(t), i.e., when ¢ is replaced by f.

Let us check that the Poisson stability of ¢(t) is valid.

Fix an arbitrary positive number € and an arbitrary compact interval [a, b], where b > a.
We will show for sufficiently large n that the inequality ||¢(t + ) — ©(t)|| < € is satisfied for
each ¢ in [a, b]. Choose numbers ¢ < a and £ > 0 such that

M:(Ko+ 2K
f( 0o+ )e—a(a—c) E, (9)
Q 3
My(Ko+2K) (e** —1)
a(l — e al) < 3’ (10)
and
K¢ €

Let n be a sufficiently large natural number such that |0y, — ¢, — x| < & for 6; € [c, b],
k€ Z,and ||f(t +t,) — f(t)|| < & for t € [¢,b]. We assume without loss of generality that
0 < 041, . Additionally, suppose that

Om—1<c<Op < <0<t <0

for m, q € Z.
If t € [a,b], then we have

It +tn) —(B)] < / [ Xt + b, u+tn) = X (& w1 f(u + tn) || du
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t
+/MXU+Mw+mJ—X@wMUW+meL

-%/HX@mM!ﬂU+mJ—wadU+/ﬂX@mmHﬂU+uﬂ—fwwdw

Using (6), one can obtain

/ Xt + b+ 1) — X (& w)l| | F (u + )] dus

M; K,
< MiKo —aga—o),

Cc
< / My Koe =" dy
(6%
—0oQ

Moreover, we have
¢
/]\X(t+tn,u+tn) — X(tuw) || f(u+ty)| du
C

—tn

g Ok+in q
< Z / MfKoe*a(t*“)du < Z MyHKo e (eo‘(e’““n’t") - ea9k>
o
O

k=m

q

MKy oy

< E a(t Qk) ( af 1)
P (% € €

=m

MfKo (ea5 — 1)
< T (1 —ea0)

q
< MyKo (eas _ 1) emat=00) 3 gt
(6

k=m

Likewise, one can deduce that

c t
/nxumwHﬂu+u»—fwmdu+/wxawmnﬂu+u»—fWMdu
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c t O+, —tn
q
< / 2M K e =0 gy 4 / Keem U du+ ) / oM Ke ot gy
—00 c k=m 0,

_ MK e L K¢ 2M K (e° — 1)
a a a(l—eaf)
Thus, ||¢(t +tn) — @(t)|| < € for ¢ € [a,b] in conformity with the inequalities (9)-(11) and

therefore, p(t + t,) — (t) uniformly on each compact interval in B-topology.
The unpredictability property can be proved identically as in Theorem 2.2 [5].

3 Linear systems with unpredictable impulses

Consider the following linear impulsive system,

a'(t) = Az(t) + f(t), t # O,
Ax‘tzek = Bx(ek) + Jgs (12)

where t € R, the matrices A € RP*P and B € RP*P commute, the sequence 0, k € Z, of
discontinuity moments is defined by equation (1), and (f(¢), J) is an unpredictable couple in
the sense of Definition 2. Additionally, det(I + B) # 0, where I is the p x p identity matrix.

It is worth noting that (12) is a linear impulsive system with unpredictable impulses, and
it is not a particular case of system (2). Indeed, to introduce the perturbations Jj in the
impulsive part, one must not only consider the sequence to be unpredictable but also assume
that the sequences t,, and s, proper for the unperturbed system have to be consistent with
the new terms.

Theorem 2. Suppose that the condition (C) is valid. If the couple (f(t), Jx) is unpredictable
in the sense of Definition 2, then system (12) possesses a unique asymptotically stable dis-
continuous unpredictable solution.

The proof of the Theorem 2 is similar to that of Theorem 1.

4 Examples

Example 1. Consider the logistic map
Vi1 = pwg(1 — k), k € Z (13)

with p = 3.95 in the interval [0, 1]. Then there exists the unpredictable solution v, k € Z, [2].
And there exist a positive number €y and sequences (,, 7,, both of which diverge to infinity
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such that |Ye4e, —7%| — 0 as n — oo, for each k in bounded intervals of integers and
[Ynn+¢a — V| = €0 for each n € N.
Let us consider the sequence 0, k € Z defined by

Or = 4k + i, k € Z. (14)

Since the sequence (14) has the form (1) with 7" = 4, then there exist a positive number ¢,
a sequence t, = 4(, of real numbers and sequences l,, = (,,, my, = 1, of integers all of which
diverge to infinity such that |04, — ¢, — 0x] — 0 as n — oo for each k in bounded intervals
of integers and |0y, 41, — tn — Om,,| > €o for each natural number n. That is, the sequence is
the unpredictable discrete set.

We utilize a realization of the Bernoulli process for construction of discontinuous unpre-
dictable function by considering it as infinite sequences of two integers 3 and 5 with equal
probability 1/2 such that according to Theorem 1, [8]. Then there exists an unpredictable
sequence T, T, = 3,5, k € Z, and there exist sequences (y,, n,, n € N, of positive integers
both of which diverge to infinity as n — oo such that 7,,¢, = 74 for each k in bounded
intervals of integers and |7¢, y, — 7, > €0 = |3 — 5| = 2 for each natural number n.

Let x(t) : R — R be the function defined through the equation x(t) = 7 for ¢t € [0k, Op+1),
k € Z. We will show that x(¢) is a discontinuous unpredictable function in the sense of
Definition 1.

One can show that if ¢ € [0,0r41), k € Z, then t +t,, € [Opic,, Okt14¢.), kK € Z. For
t € [0,0;,11), k € Z, it can be verified that 0, <t <), and 0} +t, <t+t, <0, | +1tn,
then 6, <t+t, <0, . Thatis, the discontinuity points of x(t + t,) are that ones
for x(t). Let us denote them 6} = Oy, — tn. Accordingly, for each k € Z,n € N the
value of function x(t + t,) is equal to 74¢,. Hence, by using the unpredictability 73, we
have that x(t + t,) — x(t) as n — oo in B-topology on each bounded interval. Moreover,
the values of functions x(t) and x(t + t,), on the corresponding intervals [6,,,,6,,+1), and
On+¢ns Onnt14¢,), for fixed n, are respectively equal to 7, and 7, 4¢,. Consequently, we
have that |x(t +t,) — x(t)| = |Tn,+¢n — Tnl = €0 = 2.

Thus, x(t) is the discontinuous unpredictable function with positive numbers ¢y = 2, o =
9% + 0%+1
—

Example 2. Let us consider the impulsive system,

% and sequences t,, = 4(y,, Sp =

a) = —2xy +4x3(t), t # O,

rh =2z — 9x(t), t # O,

80
Azqli=g, = gt 0.4,

80
Axgli—p, = —8—1332 — 0.6, (15)
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where x(t) is the d.u.f. from Example 1, and

(0 -2 (-2 0
a=( 0 )= (0 )

3
The couple (f(t), Ji) = (< fgx((tt)) ) , < _004gf;k )) is unpredictable in the sense of

Definition 2 according to Lemmas 1.4 and 1.5 [5].
The matrices A and B commute, and the matrix

1 —1In 3 —2
A+Tln(I+B)—< 5 —ln3>’

has the eigenvalues A\12 = —In 3 £ 2i. Inequality (5) is satisfied for system (15) with
a=1and K = 2.5. According to Theorem 2, there exists the unique asymptotically stable
discontinuous unpredictable solution of system (15).

—

3 o5

OM\/\/WJ\/\/\/\/V{\/\/\/\/\/\/\/W A
Il 1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 4

t

o

Figure 1 — The time series of the coordinates w1, w2 of the solution of system (15).

0

The simulation of the unpredictable solution z(t) is not possible, because the initial value
is not known precisely. For this reason, we will consider another solution w(t) = (w1 (t),wa(t)),
with initial value w;(0) = 0.95,w2(0) = 0.6. The graph of function w(t) approaches to the
discontinuous unpredictable solution z(t) of the system (15), as ¢ increases. Then, one can
consider the graph of w(t) instead of the curve of unpredictable solution z(t). The coordinates
of the solution w(t) are depicted in Figure 1. Moreover, Figure 2 presents the trajectory of
this solution.
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15
1k i
0.5 B
N
3
ok i
-0.5r B
-1 L L L L L
-0.2 0 0.2 0.4 0.6 0.8 1
W,
1

Figure 2 — The trajectory of the solution w(t), which approximates

the discontinuous unpredictable solution x(t).
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Axmer M., Trey6eprenosa M., Hyraesa 3. BOJIZKAHBANITHIH TEPBEJIICTEPI BAP
NMITVJIBCTIK »KYIE

NmmynbeTik ocepi 6ap ChI3BIKTHIK, OIPTEKTI eMec Kyiiesep VImiH y3imicTi 6o/mKanbaiThIH
mermiMaepiis, TepoesicTepinil XKaHa Typl KapacTbIPbLIAbL. Byl Kyilesep i, IMIyJIbCTi coT-
Tepi >KaHAJAH AHBIKTAJFaH OOJKAHOAWTBHIH JUCKPETTI *KUBIHTHIKTHI KYpailbl. 3epTTesierin
MoJIeJIbAep Oo/KaHOANTHIH KO3y/Iapra ue. ACHUMITOTUKAJIBIK, OPHBIKTHI y3l1icTi 6o/Kanbaii-
TBIH IIENTiMIep/IiH, 6ap 60/Iybl MEH KaJIFbI3/ILIFBIHBIH, 2KeTKIIIKTI mapTTapbl Kearipiam. Bo-
JKAHOAWTHIH KOMIIOHEHTTEP/I »KyHesl Typje aHblKTay YIIH MbICaJIap/ia Ke3JelCoK aHbl-
KTaJraH 00/KaHOAUTHIH Ti30eKTep KOAJAHAIbI. Y3iIiC HYKTe/IePiHiH KUBIHBI JOTUCTUKAJIBIK
Geitrestey/ i KOJJIAHY apKbLIbI 2Ky3€ere achbIpbLia ibl. HoTumkeep i opbiHiaaybiH KOPCETY YIITH
MbICAJIJIAP KeJITIpliiil.

Kinrrix ceznep. Y3imicti 6o/kanbaiiThin (DyHKINS, ChI3BIKTHIK UMITYJIbCTIK Kyiie, Bep-
HYJIJIN TIPOTIEC], aCUMIITOTUKAJIBIK, OPHBIKTBIJIBIK,

Axmer M., Tneybeprenosa M., Hyraepa 3. UMIIVJIbCHASA CUCTEMA C HEIIPEJI-
CKA3YEMBIMU KOJTEBAHNAMU

PaccmarpuBaerca HOBBIHM THIT KoiebaHuil pa3phIBHBIX HEMIPEICKA3yeMbIX PEIleHul IJIsl JIn-
HEWHBIX HEOIHOPOIHBIX CHCTEM C UMITYJIbCHBIMU BO3JeficTBUsIME. MOMEHTBI MMIIYJILCOB HC-
CJIEyeMBIX CUCTEM $BJISIOTCS HOBOBBEJIECHHBIM HEIIPEICKA3YEMBIM JUCKPETHBIM MHOXKECTBOM.
Uccnenyembie Mo JOMYCKAIOT HEMPeACKa3yeMble BO3MYyIeHus. lIpuBeaeHbr g1ocTaTod-
Hble YCJIOBUS CYIIIECTBOBAHUS U €IUHCTBEHHOCTH ACUMIITOTUYECKU yCTOHYUBBIX Pa3pbIBHBIX
HEIIPE/ICKa3yeMbIX pemrenuii. i KOHCTPYKTUBHOTO OIPEIe/ICHUsT HEIIPEICKA3YEMbIX KOMIIO-
HEHTOB B IIPUMepax HMCHOJb3YyIOTCs CydaliHO oIpejieIeHHbIE HElpecKa3dyeMble I10Cje/[0Ba-
TeabHOCTH. MHOXKECTBa MOMEHTOB PA3phIBA PEAJMIYETCs C ITOMOIIBHIO JIOTUCTUIECKOTO OTOD-
paxkenus. s uamocTpaiun pe3yJibTaToB IPUBEIEHDI IPUMEDPBI ¢ MOJETHPOBAHUEM.

Kumrouesnbre ciioBa. PaspbiBHast nernpenckasyeMasi (DyHKIINSA, JUHEHHAST UMITYJIbCHASA CHCTE-
Ma, TIporecc bepHyn, acCUMITOTHIECKAsT YCTOWIMBOCTD.
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Abstract. The problem of an action on a cavity supported by a multilayer circular cylindrical shell located
in the elastic half-space of a stationary moving load of an arbitrary profile is under consideration. The
motion of the shell layers and the elastic half-space is described by the dynamic equations of the theory of
elasticity in a moving coordinate system. Analytical solution of the problem of determining components
of stress-strain state of the array and the shell at subsonic speeds of load movement at different contact
interaction of the shells between each other and the array is obtained. Results of numerical calculations

of stress-strain state of steel shell and surface of elastic mass at transport loads are given.

Keywords. Elastic half-space, moving load, multilayer cylindrical shell, stress strain state.

1 Introduction

As the main model problems used to study the dynamics of transport underground struc-
tures under the influence of a transport load, the problems of acting on a circular cylindrical
shell of a load uniformly moving along the inner surface of the shell along its generatrix
located in an elastic space or half-space are usually considered. The first task simulates the
dynamic behavior of a deep-laid structure, the second — a shallow one. The problems of
the action of a movable axisymmetric normal load on a thin-walled and thick-walled circular
cylindrical shell in elastic space are solved in articles [1,2], respectively. Similar problems
under the action of various non-axisymmetric moving loads on the shell were considered in
[3-5] and other works.

In contrast to these problems, similar problems for the elastic half-space are more com-
plicated, since it becomes necessary to take into account the waves reflected by the boundary
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of the half-space. Therefore, the number of publications devoted to the study of this prob-
lem is small and covers mainly the recent years, in particular [6-14]. In these works, when
constructing a mathematical model, the lining of the tunnel or pipeline was considered as a
homogeneous elastic circular cylindrical shell.

In the present work, these constructions are presented in the form of an inhomogeneous,
multilayered elastic shell, the layers of which are thick-walled circular cylindrical shells with
different geometric parameters and physico-mechanical properties. This is typical for lining
of modern underground structures, which are multilayer and have a thickness comparable to
the diameter of the structures. A mathematical model of such structures is constructed on
the basis of solving the problem by the contact grab based on the equations of motion of
elastic multilayer elastic shells in the elastic half-space for different contact interaction of the
layers. Transport solutions of this problem are obtained in the range of subcritical velocities
at which there are no resonance phenomena.

In the particular case when the shell is a single-layer (homogeneous thick-walled shell),
the results of a numerical experiment are presented and analyzed.

2 Statement of transport boundary value problems

Let consider an infinitely long circular cylindrical multilayer shell, consisting of N con-
centric layers with different physicomechanical and geometric characteristics, located in a
linearly elastic, homogeneous and isotropic half-space (array). We enter fixed cylindrical and
Cartesian coordinate systems whose z-axis coincides with the axis of the shell and parallel
to the horizontal load-free horizontal boundary of the half-space, the z-axis is perpendicular
to this boundary (Figure 1). The contact between the shell layers is assumed to be hard.
The contact between the shell by an array will be assumed to be either rigid or sliding for
two-way communication in the radial direction.

A load of intensity P moves along the inner surface of the shell in the direction of its
z-axis at a constant speed ¢, the form of which does not change over time (transport load).
The speed of the load is taken subsonic, i.e. lower propagation velocity of shear waves in the
array and shell layers.

We number the shell layers sequentially, assigning the serial number 2 to the layer
in contact with the array. The physical and mechanical properties of the material of
the array and the shell layers are characterized by the following constants, respectively:
V1, 1y P1; Vis iy pi (1 = 2,3, ..., N 4+ 1), where vy, is Poisson’s ratio, u = E/2(1+ v) is shear
modulus, py is mass density, Fj is Young’s modulus (k =1,2,..., N + 1). Further, the index
k =1 refers to the array, and k = 2,3, ..., N + 1 to the layers of the shell.

Let us determine the reaction of the shell and its environment to a transport load, using
the Lama’s dynamic equations of elasticity theory in vector form to describe the motion of
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Figure 1: A multilayer shell in an elastic half-space

the array and shell layers:

82uk

:pkW7 k:1727"'7N+17 (1)

(Ax + px)graddivuay, + ppAuy
Here A\, pr are Lama’s parameters, uy are the displacement vectors of the points of the array
and shell layers, A is Laplace operator.
Since a steady process is considered, the deformation pattern is stationary with respect
to a moving load. Therefore, we can go to a load-related moving Cartesian (z,y,n = z — ct)
or cylindrical (r,6,n = z — ct) coordinate systems. Then equations (1) take the next form:

aQUk

(M2 — M) graddivuy, + My?Auy, = k=1,2,..,N+1, (2)

where My, = ¢/cpr, Mg, = ¢/cg, are Mach numbers; cpr = /(Mg + 1)/ Pk, Csk = /1k/ Pk

are propagation velocity of dilatation and shear waves in the array and shell layers.
By use Lama’s potentials [15]
uy, = gradyiy + rot(pare,) + rotrot(psre,), k=1,2,..., N + 1, (3)

we transform equations (2) to the form

&ij;
on?’

Apj = M2, j=1,23 k=1,2,..,N+1. (4)

Here e, is the unit vector of n -axis, My, = My, Moy = Mz, = Myg,.
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Using (3) and Hooke’s law, we obtain expressions for the components of the vectors and
stress tensors in the array (k = 1) and shell layers (k = 2,3, ..., N+ 1) in a moving cylindrical

coordinate system:
3<P1k + 1 0pok + 823k

Urk = r 00 anor *
1001 _ &P% 1 9%p0s

Uok = 7 "5g + r ondb ’ (5>
le] 2 92

uﬁk’ — Solk + msk 82;319 :

Ok (2/% + A M ) i Sl + 2Nkm§k 832?3’“7

2k (10%01k 3901k 10%p0, _ %o 10331 %35,
Tk = = (r a02 T + o0 o0+ v ogcon T ooy )

_ 2 %¢1x 0% p1k 19%¢or 1 O¢og 3 p3k
Trrke = MMy =585 + 20 | 52" + 259 — =06 T arzon )

_ 8201 | 108%pa 83 pay,
Ornk = Hk <2 onor + r 000n + (1 + msk) onZor |

o _ 20%p1, _ 0%pop (1+m§k) P oay,
nok = Hk \ ooy oron r 000n?
19%p16 1 0016 oo m2, 92 sozk 1 83psp 1 9%p3
Orok = 24k (r d00r — 72 00 orz o2 + 2 50— 1 o

where

In moving Cartesian coordinates, the expressions for the components of the stress-strain
state (SSS) of the array have the form

0 0! 0
Up] = <pl1 4 5021 4 a1

oxdn ?
_ Op11 _ Opa1 | OPps
Uyl = oy ox + oyon ’ (7)
o (9<p11 2 9%p31.
U’r]l - +m 51 8772 )

— 2 &% 2 Py
Onnl = (2M1 + )\lMpl) anzu + 2,&17’)151 3773?17

— 2 8(,0 9% B3y
oy = MMESE + oy (S 4 Doy Sem),

2 92 9?2 0 93
Oxxl = )\lM 4,011 + 2 ( 85211 + 855;/ + 8:10(2’0(?):7[] ’

_ 825011 P21 P31
Oznl = M1 (2 10z + By + (1 + msl) 2oz )’

_ o1 P2 D33
Onyl = M1 <2 dyon ~ OxOn + (1 + mSl) oyon? )

_ 8011 021 3 02 9021 8331
Ozyl = 2 <6x8y T ox2 T 2s + Ozdndy
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Thus, to determine the components of array and shell layers SSS, it is necessary to solve
equation (4) using the following boundary conditions:
— for a load-free half-space surface (z = h)

Ozzl = Ogyl = Ozp1 = 0; 9)
— for sliding contact of the shell with the array
by r = Ri ur1 = U2, Orp1 = 0pr2, Orpt =0, 0791 = 0, 01 =0, 092 = 0,
by 1 = Ry Uji = Ujkt1, Orjk = Opjkil, (10)
by r = Rn41 opjn+1 = Pj(0,n), j=r,0,n,k=2,3,...,N;
— for hard contact of the shell with the array

by 1 = Ry, Ujk = Ujkt1, Orjk = Orjk+1,
(11)
by r= RN+1 OrjN+1 = ‘P](gyn)’ Jj= 7‘,9»7% k= 2,3,..., N.

Here P;(6,n) are the intensity components of transport load P(6,7).

3 The solution of BVP for the periodic loads

Let us consider the action on the shell of a sinusoidal over 7 moving load with an arbitrary
dependence on the angular coordinate:

P(0,n) = p(0,€)e", p(0,6) = Yo Pu(6,6)e™,
, % ‘ (12)
P;(0,n) = p; (0, €)™, pj(0.€) = 3 Pu(0,6)e™, j=r.0,1,
where ¢ defines the period T' = 27 /¢ of acting load.
In the steady state, the dependence of all quantities on 1 has the form (12), therefore

ik (r,0,m) = ©;1(r, )€™, (13)

Substituting (13) to (4) we get
No®jj, —m5 2P, =0, =1,23k=1,2,..,N+1, (14)
where A, is two-dimensional Laplace operator, mi; = mypg, mor = M3 = Mgk, m?k =

2
1 M.
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At a subsonic speed of motion, solutions of equations (14) can be represented as
By, = 04 + @) =123, k=12, N +1, (15)
where:

for an array (k=1)

o0

‘1’(11)2 Z an Kp (kjir)e™,

o) = | g (e (i + (@ —h) O+ 12, de

for shell layers (k =2,3,..., N + 1)

O = > anjiser-sKalkipr)e™, 05 = 37 an; g Inlkpr)e™.  (17)

n=—oo n=—oo

Here I,(kr), K,(kr) are modified Bessel functions and MacDonald functions, k;; =
imj1€l, kjk = |mjx€]. Unknown functions g;(&,() and coefficients an1, ..., @p(n43) must be
determined.

As shown in [6,9], the representation of potentials for half-space in the form (15) leads to
their following expressions in the Cartesian coordinate system:

o0

—zf; & .
o = / [2 f” D anj®nj+ (€ Qe evld¢ (18)
J n=—oo

where fj = ,/C2 + kal? D, = [(C + fj)/kjl]n, j=123, ...

We use the boundary conditions (9), taking into account (8), (13), (18). By isolating the
coefficients by e?¢ and equating, due to the arbitrariness of y, to zero, we obtain a system
of three equations, from which we express functions g;(&, ¢) in terms of unknown coefficients
Anl, An2, An3:

ZA* —hdi Z A Py, (19)

n=—oo

where A, = (QPE 4P* \/P* 042\/,03 - 52

A, (207 — B*)?

"oyl -a i
Aty =2£(202 — B*)V/p2 — B2,
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Ms?l A M?
5 = —LA} ALy = A p2 — a2/ p2 —
21 — 12» ) 23 * *
mz 2y/p2 — (2 m3

A;l AT3 A32 A§1 A§3 — _ A** (2/)3 B 62)2
whe ST ST e T e

= Mpi&, 8= Ma&, pl =&+, A= (207 = )2 = 4p7.V/p?2 — a2\/p2 — 32
o = &+ (2/m3y — 1)
Note, that A,(ps) is the Rayleigh determinant, which vanishes at p?, = £2M3, or at
two points £Cr = *[¢]4 /M12% — 1, where M = ¢/cp is the Mach number, Mr = ¢/cp, cg is
Rayleigh velocity, the velocity of the Rayleigh surface waves [15]. It follows from the latter

that A.(ps«) does not vanish on the real axis, if Mp < 1(c < cg), that is at pre-Delay
transport load speeds. In this case, potentials (18) can be represented as

—o0
e_xfj oo . 3 A*l h
P = / P + & ™~ fi Z am®pr | €¥5dC. (20)

2f;
50 J n=—oc0 =1 n=-—00

It should be noted that the Rayleigh velocity is large, but slightly lower than the shear
wave velocity in a array.
Using the relation, which is known for x < h [6],

exp (z’yc +(z—h) \/W> _
= Y e [+ TR TV,

n=—0oo

we write ®;; (15) in a cylindrical coordinate system

B = > | anBalhnr) + i) [ g5(6Ousedc | e,

Substituting in the last expression g; (¢, ¢) from (19), we obtain

oo

(I)jl = Z (aann(k‘le‘) + bnjln(kﬂr)) ein97 (21)

n=—0oo

where b,; = Z Z Ay A™ Anmjl [ i@m@n]e h(fitfi)d¢.

ni?
=1 m=—00 J
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Substituting (21) into (5), (6), taking into account (13), we obtain formulas for computing
the components of the array SSS in cylindrical coordinates (by ¢ < cr)

[ee) 3 '
ui= 3 % T (Kalkiar) ang + T (In(kr) b | e€reno),

nz—oog:l (22)
Zoa — $ z (Kn(kjir) ang + Spotsy (K (kjir)) by | e/€000),
21 lm]l J1 nj Imjl Jj1 nj

n=—co j=1

Here l =1r,0,n, m =r,0,n;
LAl = bk (), Tig) = = Cn(kar), Tyd = —€hau K (ko).
Tl = —;Knumr)z, Ty = —kar K (knar)i, Tyg) = =~ €K (kar)i,

7731 = {Kn(kur)i, T(l% =0, Té?ﬂ = k%lKn(kmr)iv

2 MMp ¢ e K (k
b = 2+ = 'l 11 K, (k)
S’r?“ll - 2 (kl]_ + T‘2 2”1 K’I’L(kllr) — f;
2n 2ko1 K}, (ka1
Sty = ~2fn (k11r) — 21;(21)7
26ks1 K! (K
rr31 (kSI + > Ky (k31r) + 531:(3”)7
2 by M2 52 ok KT (e
(1) 1My 1 n( 11T)
59011 -2 ( 2 + T Kn(k‘n’r) + f’
S(l) o 271Kn<k’217”) 27”Lk‘21K7/L(k217“) S(l) B 2§n2Kn(k31T) 2&]{31[({1(}?3171)
0621 — r2 + . ; 0031 = 3 _ - ,

2
2nK,(k 2nk11 K (k
s — (_ nKy(kiir) L 2nkn n( HT))z',

1+ )\1]\42
St = —262 () Ko(knr), S5 =0, S = 2m2 @K, (kair),

r2 r
2n? 2o K7, (I
Siom = <— (k% + :;) Ko(kaur) + 217}21?")) i
o) _ (2n&Kn(kair)  2nks K (kair) \
rf31 7'2 — " i

2nE2(1 + m2,) K (ksyr
S = ek Kl (hr), S, = 2 M) Knlkair)

r
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. nkKy, (ko1r)i
Sty = 26k K, (knr)i, iy = W,
2né K, (ki1r .
5iDy, = —2neBalbur) g ek (1) K (k)i
1(121), Sl(i) ;1 are obtained from Tl(jll), Sl(;),l replacing K, by
For k =2,3,..

., N + 1, substituting (15) in (5), (6) taking into account (13), we obtain
formulas for calculating the components of shell layers SSS at ¢ < cg:

gy, =

- ) (2) . i(€n+n0)

= Z > Tk (Kn(kjer))angak—3) + T (Kn(kjkr))angree-1)le" s,
vy (23)
Pk

3 .
= Z 21 lm]k( (kaT))anH?»(?k%)+Sz(i)jk(In(k?jkr))anj+6(k,1)]e’(5"+"9).

n=—o0 j=1

Here l=r,0,n, m=rml,n, k=2,3,.... N +1;

n
Tr(llil = ki K, (k1) Tr(glz)g = —;Kn(k%r)a T( = —&ks K, (kakr),

Ty = K (ker)i, Tpop, = —hor I (karr)i, Tg), = — B (kakr )i,
Tyﬁ])g - €Kn(k1kr)la T(;])C = 0; T,%i = —kngn(k‘ng)i,

s =2 (k%k +— MMy "352) Ky (kur) — k11 K (k1)
rrlk — 72 n ’

24, r
2 ko K! (K
Sfj%k — T—ZKn(kar) _ Zho Ky (kaxr)

)

r

§ 26k K (k
S =2 <k§k + 7:2> Ky (ko) + 28kar 15, (kar)

I
r

9

2 N MZE? 2%k K (k
1) n kM pg 1K, (kgr)
S(gelk:_Q (7,2‘*‘ 2tk )Kn(klkr)+r

S(l) - QTLKn (k?gk’l”) 2nk2kK;L (kgkr)
002k — +

72 r ’
g _ 26Ky, (kspr)  28kse K], (ksr)
003k — r2 - r ’

1+ )\kMz
57(7}7)% = —2¢ (W) Ky (ker) ,
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57(;}7)% =0, 57(717)316 = 2m3E° Ky (kawr)
1 20K, (kur) | 20k K (kgr) \
g, = (- 2nnhur) | 2kl (ur))
2n? o K., (kapr)\
Stow = <_ (kgk + Tz) Ky, (kaxr) + Q’fr(%)> i

S(l) _ QHfKn (/Cng) QnEkSkK;L (kSkr) .
r03k = 2 - r b

né? (1 +m2,) K, (ks
Sé?ly)Qk = ko K, (kaoyr) ,Sé;)gk — ( 3k) (ks )’

T
) 2nEK,, (kipr
S0 = 26k K (kur) i, Sy, = —gr(”“)’
nK,, (kopr) 1 )
Sl =~ (0 i€t (14 ) K )

Tl(j?k), Sl(qu) K are obtained from 1}(]1,3, Sl(;) ik replacing K, in I,.

To determine the coefficients a1, ..., @, @En43), We use the boundary conditions (10) or
(11), depending on the condition of contact between the shell and the medium.

Substituting the corresponding expressions into the boundary conditions and equating
the coefficients of the series with e, we obtain an infinite system (n=0,£1,42,...) of
linear algebraic equations, for the solution of which one can use the reduction method or the
method of successive reflections. It is more convenient for solving such problem [6] because
it allows for each successive reflection to solve a system of linear equations of block-diagonal
form with determinants A, (£, ¢) along the main diagonal.

After determining the coefficients, the components of the stress-strain state of the array
and shell layers can be calculated by the formulas (22), (23).

If we have any periodic transport load, then it can be presented as Fourier series:

Py (0,n) =Y prj (0)e™".
k

In this case we solve the problem for every member of this series by use this method. The
sum of this solutions gives the solution of periodic transport problem.

4 Numerical experiment

As an example, we consider the dynamic behavior of an underground single-layer steel
pipeline (o = 0,3, s = 8,08 - 10'° Pa, py = 7,8 - 103kg/m3; cso = 3218,54m/s, cpy =
6021,33m/s) under the action of a moving load in it.

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 38-53



48 Lyudmila A. Alexeyeva, Vitaliy N. Ukrainets

The radius of the outer surfaces of the pipes is Ry = R = 1m, the internal one is
Ry = 0,95m. The depth of the pipeline in the rock mass is h = 2R;. The array has the
following characteristics [16]: v1 = 0,25, u1 = u = 4,0 - 10°Pa, p1 = 2,6 - 103 kg/m3;cs1 =
1240,35m/s, cp1 = 2148,34m/s, cp = 1140,42m/s.

An axisymmetric cylindrical normal load of intensity ¢ (Pa) is uniformly distributed in
the interval |n| < Iy = 0,2R, moves in a pipeline with a subcritical and pre-Delay speed
¢ = 100m/s. The load intensity is selected so that the total load along the entire length
of the loading section 2l is equivalent to the concentrated normal ring load intensity P°°
(N/m), that is ¢ = P°°/2l,,.

We use the designations: u; = u,u/P° (m), ogy = 049/ P°, op, = o9y /P°, (M), ug =
ugpt/ P° (m), uy = uyp/P°, o, = 0yy/P° where P° = P°°/m (Pa).

The calculation results in the cross section 7 = 0 of the pipeline (in the xy coordinate
plane) are shown in Tables 1, 2 and in Figures 2, 3.

Table 1: Components of the array of strain—stress state at the contact points: r = R, n =0

Components
of strain-stress | #, hail
state

0 20 40 60 80 100 | 120 | 140 | 160 | 180

Rigid contact of the pipeline with the array

ue 0,30 ] 0,29 | 0,28 | 0,26 | 0,25 | 0,25 | 0,24 | 0,25 | 0,25 | 0,25
o5 0,18 | 0,17 | 0,17 | 0,16 | 0,17 | 0,16 | 0,15 | 0,14 | 0,14 | 0,14
e 0,35 | -0,36 | -0,36 | -0,36 | -0,36 | -0,36 | -0,36 | -0,36 | -0,37 | -0,37

Sliding pipe contact with the array

e 0,32 10,32 0,30 | 0,28 [ 0,26 | 0,26 | 0,26 | 0,26 | 0,27 | 0,27
o5, 0,08 [ -0,06 | -0,07 | 0,01 | 0,0 | -0,01 | -0,03 | -0,06 | -0,07 | -0,07
o5 1,36 | -1,36 | -1,34 | -1,30 | -1,29 | 1,29 | -1,29 | -1,29 | -1,30 | -1,31

Tables 1, 2 show the values of the components of the array SSS under various contact
conditions of the array with the pipeline.

Figure 2, on the external (r = R;) and internal (r = R») pipeline contours, shows the
diagrams of radial displacements u; and normal stresses ogy, op,. Curves 1 correspond to
the hard contact of the pipeline with the array, curves 2 correspond to the sliding contact.

Calculations show that with a hard contact, the extreme radial displacements w, and
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Table 2: Components of strain-stress state of earth surface (x = h, n = 0)

Components

of strain-stress state y/Ra

00 (04 (08 [1,2 [16 [20 |24 [28 [32

Rigid contact of the pipeline with the array

w 0,11 [ 0,10 | 0,08 [ 0,06 | 0,04 | 0,03 | 0,02 | 0,01 | 0,01
g 0,0 | 002003004004 |003 |003 |002 |0,02
= 0,21 | 0,17 | 0,10 | 0,03 | -0,01 | -0,02 | -0,03 | -0,03 | -0,02
. 0,25 | 0,23 0,17 | 0,12 | 0,08 | 0,05 | 0,03 | 0,02 | 0,02

Sliding pipe contact with the array

w 0,13 (0,12 [ 0,09 [ 0,07 | 0,05 | 0,03 [ 0,02 | 0,01 | 0,01
g 0,0 |0,03]0,04 004004 |0,03 |002 |002 |0,01
= 0,24 | 0,20 | 0,11 | 0,02 | -0,02 | -0,04 | -0,03 | -0,02 | -0,02
. 0,20 | 0,26 | 0,20 | 0,13 | 0,08 | 0,05 | 0,04 | 0,02 | 0,02

normal tangential stresses op, are positive and some less than by a sliding contact. Axial
normal stresses o, are positive on the outer contour of the section and negative on the inner
contour. Moreover, by a hard contact, the value |oy,| on the external circuit is almost half
as low as on the internal, and by a sliding contact they are almost the same. The highest
normal stresses og, act on the external contour of the cross section and, under any contact
conditions, are 2 — 3 times higher than o, .

Figure 3 shows the curves of changes in SSS of the earth’s surface. The numbering of the
curves has the same meaning as in Figure 1.

As follows from Figure 3 and Table 2, with an increase in |y| the components of the
earth’s surface SSS rapidly attenuate, and for |y| > 3R, displacements and stresses become
very small regardless of the interface between the pipeline and the array.
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032
1 0,30
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0,27

Figure 2: Plots uy (a), oy (b), oy, (c) in the cross section of the pipeline
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Figure 3: Changes of components of the earth’s surface SSS in the zy coordinate plane
(x =h,n=0)
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Conclusion

In a rigorous mathematical formulation, an analytical solution to the problem of the
action of a moving load on a circular cylindrical multilayer shell in an elastic half-space with
a free boundary is obtained. The solution was obtained for subcritical loading speeds.

When using the obtained solution, the dynamic behavior of an underground steel pipeline
under the action of a load moving in it was investigated.

The developed calculation procedure is recommended to be used for the dynamic calcula-
tion of tunnels or layered and homogeneous shallow underground pipelines backed by layered
(in particular, homogeneous) lining under the influence of transport loads.

This work was supported by the Ministry of Education and Science of the Republic of
Kazakhstan (Grant AP05132272).
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Autekceera JI.A., Ykpaunery B.H. TPAHCIIOPTHBIE 3AJTAYUN JMHAMUWKNU MHO-
I'OCJIOMHBIX OBOJIOYEK B DJIACTUYHOM IIOJIYIIPOCTPAHCTBE U UX PE-
[EHN A

The problem of an action on a cavity supported by a multilayer circular cylindrical shell
located in the elastic half-space of a stationary moving load of an arbitrary profile. The
motion of the shell layers and the elastic half-space is described by the dynamic equations of
the theory of elasticity in a moving coordinate system. Analytical solution of the problem of
determining components of stress-strain state of the array and the shell at subsonic speeds of
load movement at different contact interaction of the shells between each other and the array
is obtained. Results of numerical calculations of stress-strain state of steel shell and surface
of elastic mass at transport loads are given.

Kinrrix cesznep. Elastic half-space, moving load, multilayer cylindrical shell, stress strain
state.

Anexceesa JI.A., Ykpaunerm B.H. TPAHCITIOPTHBIE 3AJTAYU JINMHAMUWKNM MHO-
I'OCJIOMHBIX OBOJIOYEK B SJIACTUYHOM ITOJIVIIPOCTPAHCTBE U UX PE-
[MTEHN A

The problem of an action on a cavity supported by a multilayer circular cylindrical shell
located in the elastic half-space of a stationary moving load of an arbitrary profile. The
motion of the shell layers and the elastic half-space is described by the dynamic equations of
the theory of elasticity in a moving coordinate system. Analytical solution of the problem of
determining components of stress-strain state of the array and the shell at subsonic speeds of
load movement at different contact interaction of the shells between each other and the array
is obtained. Results of numerical calculations of stress-strain state of steel shell and surface
of elastic mass at transport loads are given.

Kurouesnre ciosa. Elastic half-space, moving load, multilayer cylindrical shell, stress strain
state.
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Abstract. In the present paper we study properties of combinations of countably categorical weakly
o-minimal structures. The main result of the paper is a criterion for weak o-minimality of a linearly
ordered disjoint P-combination of countably many countably categorical weakly o-minimal structures of

finite convexity rank.

Keywords. Weak o-minimality, P-combination, countable categoricity, convexity rank.

1 Introduction

Let L be a countable first-order language. Throughout this paper we consider L-structures
and suppose that L contains a binary relation symbol < which is interpreted as a (strict)
linear order in these structures. A subset A of a linearly ordered structure M is convez if for
all a,b € A and ¢ € M whenever a < ¢ < b we have ¢ € A. This paper concerns the notion
of weak o-minimality which was initially deeply studied by D. Macpherson, D. Marker and
C. Steinhorn in [1]. A weakly o-minimal structure is a linearly ordered structure M = (M, =
,<,...) such that any definable (with parameters) subset of M is a union of finitely many
convex sets in M. We recall that such a structure M is said to be o-minimal if any definable
(with parameters) subset of M is a union of finitely many intervals and points in M. Thus,
weak o-minimality generalizes the notion of o-minimality. Real closed fields with a proper
convex valuation ring provide an important example of weakly o-minimal (not o-minimal)
structures.

If (M;, <) and (M, <2) are linear orders then their linearly ordered disjoint combination
(or concatenation), denoted by Mj + My, is the linear order (M; U My, <), where

a <biff (ja,b € My ANa <y b]or [a,be MayAa<2b|or[ac My Abe Ms).
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Let M be an Ng-categorical 1-indiscernible weakly o-minimal structure of convexity rank
m for some m < w. If we consider a linearly ordered disjoint combination of n copies of
M, each of which is distinguished by a unary predicate P; (where 1 < i < n), then we
obtain an Wy-categorical weakly o-minimal structure of the same convexity rank (we lose
only 1l-indiscernibility). If we consider a linearly ordered disjoint combination of w copies
of M, where each copy is distinguished by P;, ¢ € w, then we can lose additionally both
weak o-minimality and the Ng-categoricity. We call such a combination as a P-combination
(see [2]- [9)).

Let M; := (M;; <, %i) be a linearly ordered structure of a relational language, i € w.
Further in this paragraph we denote by M’ a linearly ordered disjoint P-combination of the
structures M;, ¢ € w, in the language {<,Z,Pz-1}iew, where ¥ = U;c, %, and the universe
of the combination is J,c, Mi; P;(M') = M; for each i € w; either Py(M') < P, (M’)
or Pp(M') < Py(M') for any k,m € w with k # m. For definiteness we assume that each
structure M; together with its signature enters in a P-combination by the unique way, namely,
every symbol S (but the order relation symbol) being in the signature ¥; of the structure M;
receives the upper index i in the signature 3 of the P-combination, and the following holds:

(a) for every predicate n-ary symbol S of the signature ¥;

M' =V .. Vo, [S (21, ..., x0) — Nj=1 Pi(z5)],

(b) for every functional m-ary symbol f of the signature ¥;
M’ ): V.. .Vl‘m[3$m+1fi($1, ce ,l‘m) = Tm+1 — A;n:tlpi(:l?j)],

(c) for every constant symbol c of the signature ¥; we have M’ |= P;(c?).

Thus, there are no coinciding relations (but the order relation) and functions acting in
distinct P-predicates.

For any i,j € w the set (P;, Pj) := {P; | P;(M') < P,(M') < P;(M’')} is said to be a
P-interval. Similarly, we can define P-intervals (P;, P;|, [P;, P;), [Pi, Pj]. If M’ does not have
the least P-predicate, then we can define a P-interval (oo, P;), where

(00, Pj) := { Py | Pe(M") < P;(M")}.
We say that P; is an immediate P-predecessor of P if
M = Vay[(Py(@) A Py(y) — @ < y) AV(e < 2 < y = P(2) V By(2))).

In this case P; is said to be an immediate P-successor of P;.

Considering the predicates P; instead of elements in M’, we observe that cuts in M’
are replaced by P-cuts (or accumulation P-points) consisting of partitions (P,P’) of the
set of all predicates P; with P;j(M’) < Pi(M’') for P; € P and P, € P’. We will also
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admit the possibility for P = §) or P’ = () replacing the intervals (P;, Py) by (—oo, Py) or
(P;, 00), respectively. We say that two P-cuts C; and Cy are orthogonal if they are realized
independently each other.

For a P-cut C = (P,P’) the number of pairwise non-isomorphic countable models of
Th(M') in which C can be realized and all other P-cuts that are orthogonal to C are not
realized is said to be the C-spectrum.

We say that a P-cut C is P-rational to right (left) if there is a P-predicate P; such that

C = {-Pj(z) A\Vy[Pi(y) = y <] | P;(M') < P,(M")} U{=Pi(z) AVy[Pi(y) = = < y]}

(C = {=Pi(x) ANVy[Pi(y) = y < 2]} U{~F;j(x) AVY[P;(y) = = <y] | Pi(M') < P;(M)}).

A P-cut is said to be P-rational if it either P-rational to right or P-rational to left. A
non-P-rational P-cut is said to be P-irrational.

The following theorem is a criterion for Ehrenfeuchtness of a P-combination of countably
many structures in the ordered case.

Theorem 1 [10]. Let M; be a countably categorical linearly ordered structure for each i €
w, M' be a linearly ordered disjoint P-combination of these structures. Then Th(M') is
Ehrenfeucht iff there is mo infinite partition of M’ into infinite P-intervals, and for each
P-cut C the C-spectrum is finite.

Let M be a linearly ordered structure. If p,q € S1(0), we say that p is weakly orthogonal
to ¢ (denoting this by p 1" q) if p(z) Ug(y) has a unique extension to a complete 2-type over
0. If p1,pa,...,ps € S1(0), we say that a family of 1-types {p1,...,ps} is weakly orthogonal
over () if every s—tuple (a1, ...,as) € p1(M) X ... x ps(M) satisfies the same type over ().

We extend the definition of the rank of convexity of a formula [11] on arbitrary (non-
necessarily definable) sets:

Definition 1 [11]. Let T be a weakly o-minimal theory, M = T, A C M. The rank of
convezity of the set A (RC(A)) is defined as follows:

1) RC(A)=-1if A=1.

2) RC(A) =0 if A is finite and non-empty.

3) RC(A) > 1 if A is infinite.

4) RC(A) > a+ 1 if there exist a parametrically definable equivalence relation E(x,vy)
and an infinite sequence of elements b; € A, 1 € w, such that:

e For every i,j € w whenever i # j we have M = —E(b;, bj);
e For every i € w, RC(E(x,b;)) > a and E(M,b;) is a convex subset of A.

5) RC(A) > if RC(A) > « for all a« < §, where § is a limit ordinal.
If RC(A) = « for some «, we say that RC(A) is defined. Otherwise (i.e. if RC(A)) > «
for all ), we put RC(A) = oc.
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The rank of convexity of a formula ¢(z,a), where a € M, is defined as the rank of
convexity of the set ¢(M,a), i.e. RC(¢(x,a)) := RC(¢(M,a)). The rank of convexity of an
1-type p is defined as the rank of convexity of the set p(M), i.e. RC(p) := RC(p(M)).

The notion of (p, ¢)-splitting formula was introduced in [12] for non-algebraic isolated 1-
types. Let A C M, p,q € S1(A) be non-algebraic, p L* q. Extending the definition of (p, q)-
splitting formula to non-isolated case, we say that an A-definable formula ¢(z,y) is a (p, q)—
splitting formula if there is a € p(M) such that ¢(a, M) N q(M) # 0, =¢(a, M) N q(M) # 0,
¢(a, M) N q(M) is convex, and [p(a, M) Nq(M)]™ = [¢(M)]". If ¢1(,y), d2(x,y) are (p, q)-
splitting formulas then we say that ¢1(z,y) is not greater than ¢o(x,y) if there is a € p(M)
such that ¢1(a, M)Ng(M) C ¢2(a, M)Ng(M). We say that (p, ¢)-splitting formulas ¢;(x,y)
and a(z, ) are equivalent (61(z,y) ~ ¢a(z,1)) if d1(a, M) 1 g(M) = éaa, M) 1 g(M) for
some (any) a € p(M).

Obviously, if p,q € S1(A) are non-algebraic and p f¥ ¢, then there is at least one (p, q)—
splitting formula, and the set of all (p,q)—-splitting formulas is partitioned into a linearly
ordered set of equivalence classes with respect to ~. It is also obvious that for any (p,q)-
splitting formula ¢(z,y) the function f(x) := sup ¢(z, M) is not constant on p(M).

Let A,B,C C M and f: B — C be an A—definable function. The following notion was
introduced in [1]. We say f is locally increasing (locally decreasing, locally constant) on B if
for any a € B there is an infinite interval J C B containing {a} so that f is strictly increasing
(strictly decreasing, constant) on J; we also say f is locally monotonic on B if it is locally
increasing or locally decreasing on B.

In [13] countably categorical weakly o-minimal structures of finite convexity rank were
completely described. Here we present a criterion for weak o-minimality of a linearly ordered
disjoint P-combination of countably many countably categorical weakly o-minimal structures
of finite convexity rank (Theorem 2).

2 Results

Let k denote a set consisting of k elements aq, ao, ..., ar such that a1 < as < ... < ag,
a1 has no immediate predecessor and a; has no immediate successor, and a;11 is immediate
successor of a; for every 1 < ¢ < k — 1. We also call k a finite ordering consisting of k
elements. In particular, 2 denotes a duplet, where a duplet is a set consisting of two elements
where one of them is immediate predecessor of the second one, the smaller element has no
immediate predecessor and the second one has no immediate successor.

The following example shows that a linearly ordered disjoint P-combination of countably
many countably categorical o-minimal structures is not weakly o-minimal in general.

Example 1. Let M, := (Q+i+Q, <) be a linearly ordered structure for every i € w, where Q
is the set of rational numbers. Obviously, M; is a countably categorical o-minimal structure
for every i € w. Let M’ be a linearly ordered disjoint P-combination of these structures
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ordered by w. Consider the following formula:
p1(z) =yl <yAVz(z<z<y—zx=2Vz=y).

Obviously, ¢1(M’) is a union of infinitely many —¢; (M’)-separable convex sets, whence
M’ is not weakly o-minimal.

The following example shows that a linearly ordered disjoint P-combination of coun-
tably many copies of a countably categorical o-minimal structure is not weakly o-minimal in
general.

Example 2. Let M := (Q+ 2+ Q, <) be a linearly ordered structure, where Q is the set of
rational numbers. Obviously, M is a countably categorical o-minimal structure. Let M’ be
a linearly ordered disjoint P-combination of w copies of M.

Similarly as in Example 1, M’ also is not weakly o-minimal.

The following theorem is a criterion for weak o-minimality of a linearly ordered disjoint
P-combination of countably many countably categorical weakly o-minimal structures of finite
convexity rank.

Theorem 2. Let M; be a countably categorical weakly o-minimal structure of finite convexity
rank for each i € w, M’ be a linearly ordered disjoint P-combination of these structures.
Suppose that M; has both left and right endpoints for almost all i € w (i.e. but finitely many
structures M;). Then Th(M') is weakly o-minimal iff the following holds:

(1) M; is dense for almost all i € w;

(2) there are only finitely many P-predicates having an immediate P-predecessor or an
immediate P-successor.

Proof. (=) (1) follows by Proposition 1 [10]. For completeness of the proof we present it:
if (1) does not hold, then there are infinitely many structures M; that are not dense. Since
every such M; is not dense, then there are elements of the structure M; having an immediate
predecessor or an immediate successor. By the countable categoricity of M; there is n; < w
such that the length of any discretely ordered chain having at least two elements is less than
n;. By weak o-minimality of M; there exists only finitely many such chains, whence there
are only finitely many elements in M; having an immediate predecessor or an immediate
SuUCCessor.
Consider the following formula:

O(x):=Jylzr<yAVz(z<z<y—oz=2Vz=y)).

Obviously, by infinitely many non-dense structures M; the set ¢(M’) is a union of infinitely
many —¢(M')-separable convex sets, whence M’ is not weakly o-minimal.
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Now we prove that (2) holds. Obviously, if P; is immediate P-predecessor of Pj, then
the maximal element in P; has a successor which is the minimal element in P;. If there
are infinitely many P-predicates having immediate P-predecessor or immediate P-successor,
then the formula saying ”x has a successor” has infinitely many convex components that
contradicts weak o-minimality of Th(M’).

(<) By both (1) and (2) there are only finitely many elements in M’ having immediate
predecessor or immediate successor. Denote these elements by di,...,d; for some t < w.
Observe that M’ [p, = M;, i.e. the restriction of the structure M’ on an arbitrary P-
predicate is a countably categorical weakly o-minimal structure of finite convexity rank. By
Theorem 2.8 [13] Th(M;) admits quantifier elimination to the language

L= {<} (e | 1<) < s {0l (@) | U7 (M) = pi(Mi). 0 € S1(0), 1 < 1< w3}
U{Eli,j(x,y) | EZ] is an equivalence relation on p!(M;), RC(p}) =ni, 1 <j<ni1<1<r}
U{fllj | fll] L py (M) — p;- (M;) is a locally monotonic bijection,
del({a}) N p}(M;) # 0 for some a € pj(M;), RC(p;) > RC(p})}

J{SE (@)« pp £ P, del({a}) Npl(M;) = 0 for all a € pj(M;), RC(p}) > RC(p}),

Sij(:v, y) is a basic (pf,pé»)—splitting formula}.
Then Th(M') admits quantifier elimination to the language

LU{d;...,d} U{P;|i€w),

where cé- € P(M') and U}(M') C P;(M") for all 1 < j < s;,1 <1<,

Recall that X; N X; = 0 for any ¢,j < w with ¢ # j. Thus, any formula of the language
Lu{dy...,di}U{P;|i € w} is decomposed into a boolean combination of subformulas, each
of which is a formula of the language 3; for some ¢ € w. By weak o-minimality of M; for
every ¢ € w the set of realizations of any formula with one free variable of the signature X;
with constants from M; is a union of finitely many convex sets in M;. Since every predicate
Pi(z) is convex, we conclude that Th(M’) is weakly o-minimal.

Corollary 1. Let M; be a countably categorical weakly o-minimal structure of finite convexity
rank for each i € w, M’ be a linearly ordered disjoint P-combination of these structures.
Suppose that M; has no endpoints or has only a left (right) endpoint for almost all i € w.
Then Th(M') is weakly o-minimal iff M; is dense for almost all i € w.

Proof. (=) It follows by Proposition 1 [10].
(<) Since M; is dense for almost all i € w, there exist only finitely many structures M;
that are not dense. Consequently, by countable categoricity of M; every non-dense M; has
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only finitely many elements having immediate predecessor or immediate successor, whence M’
also has only finitely many elements with this property. Denote these elements by dy,...,d;
for some ¢ < w. Further by analogy with the proof of Theorem 2 we establish that Th(M'")
is weakly o-minimal.

Recall that a theory T is Ehrenfeucht if T has finitely many countable models (I(7T,w) <
w) but is not countably categorical (I(T,w) > 1). A structure with an Ehrenfeucht theory is
also Fhrenfeucht.

Proposition 1. Let M be a countably categorical weakly o-minimal structure of finite con-
vexity rank, M’ be a linearly ordered disjoint P-combination of w copies of M. Then Th(M')
has either 2¥ countable models or Th(M') is Ehrenfeucht.

Proof.
Case 1. M is not dense. Then consider the following formula:

d(z) =Fylr <yAVz(a<z<y—z=2zVz=y).

Obviously, ¢(M) # 0. Since any countably categorical weakly o-minimal structure has
only finitely many elements having an immediate predecessor or an immediate successor,
¢(M) is finite. Consequently, —¢(M) is infinite.

Let us call the structures M, := (M- +Q, <) and M; := (Q+ M., <) M,-component and
M;-component, respectively, where M is the reduct of the structure M on {<}.

Obviously, for any ordering a P-combination of countably many copies of M there exists
at least one P-cut C. If C is rational to right (left), then it can be realized by any finite
or infinite number of M,-components (M;-components), and between any discretely ordered
chains of M,-components (M;-components) we can realize infinitely many densely ordered
M,.-components (M;-components). If C is P-irrational, then it can be realized by any finite or
infinite number of either M,-components or M;-components and so on. Then the C-spectrum
is 2¥ i.e. Th(M') has 2¥ countable models.

Case 2. M is dense and it has both endpoints. If there are only finitely many P-predicates
having immediate P-predecessor or immediate P-successor, then by Theorem 1 there are in-
finitely many pairwise orthogonal P-cuts, and consequently Th(M’) has 2¥ countable models.

Suppose now that M’ has finitely many P-cuts and there are infinitely many P-predicates
having immediate P-predecessor or immediate P-successor. Consider the following formula:

O(z):=¢(x)VIYly<axzAVz(y<z<z—y=zVz=ux).

Then 6(M’) is infinite, and 6(z) defines duplets in M’. Let us call the structures M, :=
(2+Q,<) and M; := (Q + 2,<) M,-component and M;-component, respectively, where 2
denotes a duplet. By our supposition there is at least one P-cut C. It can be showed similarly
as in Case 1 that the C-spectrum is 2%, i.e. Th(M') has 2¢ countable models.
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Case 3. M is dense and if M has a first element, then M has no a last element. In this case
6(M') = (), and consequently the C-spectrum of any P-cut C is finite. If there is no an infinite
partition of M’ into infinite P-intervals, then by Theorem 1 Th(M’) is Ehrenfeucht. If there
is infinite partition of M’ into infinite P-intervals, then by Theorem 1 there are infinitely
many pairwise orthogonal P-cuts, and consequently Th(M’) has 2* countable models.
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Kysmermos B.IT1., Tope6exosa ®.A. DJICI3 O-MUHUMAJIIBI KYPBHLTBIMIAPIBIH,
KOMBUHAIMSIAPHI TYPAJIBI

By makamaga 6i3 caHAIBIMIABI KATETOPUSIBIK OJICI3 O-MUHUMAJIIBI KYPBLIBIMIAP KOMOU-
HaIWSIIAPBIHBIH KACHETTEPIH 3epTTeiiMiz. MaKaaHblH HEri3ri HOTHKeCi — JeHECTIK paHTici
MTEKTEYJIi CAHAJIBIM/IBI KATETOPHUSIIIBIK, 9JICI3 O-MUHUMAJIIBI KYPBLIBIMIaP/IbIH CaHAIBIM/IbI CAH-
OBl CHI3BIKTBI PETTI KUBLIBICHANTEIH P-KOMOMHAITUSIHBIH, 9JICI3 O-MUHUMAJIIBIK, KPATEPIAi.

Tyi#tiag co3mep. OJICI3 O-MUHAMAJIBIK, P-KOMOMHAIIS, CAHAIBIMIBI KATEIOPUSIILIK, JOHE-
CTIK paHrici.

Kynnemos B.II., Topebekosa @.A. O KOMBUHAIINUAX CJIABO O-MMHUMAJIb-
HBIX CTPYKTYP

B macrosimeit crarbe MBI HCCIEIyeM CBOMCTBA KOMOWHAIINN CUETHO KATEMOPUUIHBIX CJIa-
00 O-MUHMMAJBHBIX CTPYKTYp. OCHOBHOI pe3y/jabTaT CTaTbU — 39TO KpUTepuil ciaboil o-
MUHUMAaJILHOCTH JIMHEHHO YIIOPSIOUEHHON HellepeceKaroIeiicss P-KoMOMHAIIMT CIeTHOTO THUC-
Jla, CIETHO KATErOPUYIHBIX CJIa00 O-MUHUMAJIBHBIX CTPYKTYP KOHEYHOTO PAHTa BBITYKJIOCTH.

Kirouesrre ciaoBa. Cnabagd O-MUHUMaJIbHOCTD, P—KOM6I/IH&HI/IH, CdeTHasd KaTerOpnuIHOCTbD,
PaHT BBIIIYKJIOCTH.
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Abstract. In this note, we prove the blow-up of solutions to the Dirichlet initial value problem for the

p-sup-Laplacian heat equation on the Heisenberg group by using the concavity method.

Keywords. Blow-up, p-sub-Laplacian, Heisenberg group, Concavity method

1 Introduction

Let f be a locally Lipschitz continuous function on R, f(0) = 0, and such that f(u) > 0
for u > 0. Furthermore, we suppose that ug is a non-negative and non-trivial function in
L>(Q)N SLP and that ug (&) = 0 on boundary 952 of 2, where SLP is the Sobolev type space
defined at the end of the Introduction.

We consider the following p-sub-Laplacian heat equation

ur(§,t) — Lpu(€,t) = f(u(,t), (§t) € Qx (0,+00),
u(€,t) =0, (€,1) € 9 x [0, +00), (1)

u(€,0) = up(&) >0, £eq,

where 1 < p < oo and € is a bounded domain in the Heisenberg group with smooth boundary
0f). Here

Lof =) (X;(IVufP2X, )+ Y;(IVa fP?Y58)), p > 1, (2)
j=1

is the p-sub-Laplacian on the Heisenberg group, where Xi,..., X,,Y1,...,Y, are the left-
invariant vector fields spanning the first stratum.

In the Euclidean setting, it is well-known that there often exists a solution of the p-
Laplacian parabolic equation as the one in (1) for all times. There is a large literature on the

2010 Mathematics Subject Classification: 35H20, 35K92, 35B44, 35R03.
© 2021 Kazakh Mathematical Journal. All right reserved.



64 Almaz Abilkhassym, Bolys Sabitbek

sufficient conditions for the local existence of solutions to the p-Laplacian parabolic equation.
For example, the sufficient conditions for the local existence of solutions to the p-Laplacian
parabolic equations are derived by Ball [1] and Zhao [2] for p = 2 and p > 2, respectively.
Then, blow-up solutions have been investigated by many authors such as Levine [3], Philippin
and Proytcheva [4], Ding and Hu [5], Bandle and Brunner [6], with a more detailed review of
their works presented in [7].

In this paper, we study the blow-up solutions of the p-sub-Laplacian heat equations on
the Heisenberg group. Our proof is mainly based on the concavity method with a condition

cl/ f(s)ds < uf(u) + csu? + cico, for u >0,
0

which is recently introduced by Chung and Choi [7].
Let us give a brief introduction to the Heisenberg group. Let H"” be the Heisenberg group,
that is, the set R>"*! equipped with the group law

n
Eoli=(z+T,y+Gs+5+2) (T — zilh)),
i=1
where ¢ := (z,y,s) € H", x := (z1,...,7), ¥ := (Y1,...,yn), and &1 = —€ is the inverse
element of ¢ with respect to the group law (see, e.g. [8]). The dilation operation of the
Heisenberg group with respect to the group law has the form

6x(€) == Mz, Ay, \%s) for A > 0.

The Lie algebra b of the left-invariant vector fields on the Heisenberg group H" is spanned
by

0 0 .

X; = 8mi+2yi% for 1 <i <n,
0 0

Y : —2x;— for 1 <i<n,

= oy; 0s
and with their (non-zero) commutator

0

The horizontal gradient of H" is given by
VH = (Xl,.. .,Xn,Yl,...,Yn),

then we express
n

£o=) (XP+Y?),

=1
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and for p > 1
Lyf =Yy -(VafP>Vuf),

as the sub-Laplacian and p-sub-Laplacian on the Heisenberg group H", respectively. We refer
the recent open access book [9] for Heisenberg-type and more general Lie group dicussions.
We also refer remarkable work by Kirane and his collaborators (see, e.g. [10]- [11]) in this
direction.

Let © C H” be an open set, then we define the functional spaces

SUP(Q) = {u:u, |Vgu| € LP(Q)}. (3)
We consider the following functional
Jp(u) = |V ul pr(q)-
Thus, the functional class S'?(Q) can be defined as the completion of C3(€2) in the norm
generated by J,, see e.g. [12].

2 Main results

2.1 Blow-up solutions to the sub-Laplacian heat equation. We consider the blow-
up solutions to the sub-Laplacian heat equation on the Heisenberg group H"”, that is,

ut(gat) - ‘Cu(g?t) = f(u(ﬁ,t)), (£7t) €0 x (07 +OO)> QcCH",
u(&,t) =0, (&,t) € 09 x [0, +00), (4)
u(f,O) = uO(&) >0, §€ ﬁa

where f is locally Lipschitz continuous on R, f(0) = 0, and such that f(u) > 0 for u > 0.
Furthermore, we suppose that ug is a non-negative and non-trivial function in C'(Q) and
that up(£) = 0 on the boundary 0f.

Lemma 1 [13]. Let Q be a bounded domain of the Heisenberg group H"™. Then there exist
A1 >0 and 0 < vy € SY2(Q) such that

{_,cm(g) = Avi(§), €€, (5)

v(€) =0, €€ o0, QcH,

where )
\% d
)\1 = 1nf 7‘[9 | H’I;‘ 5

uest2(Q)  Jo lul?d€

Recall that A1 is the principal frequency of L and vy is the associated eigenfunction.
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Theorem 1. Let Q) be a bounded domain of the Heisenberg group H™ with a smooth boundary
0N). Let a function f satisfy the condition that there exist constants ¢; > 2 and co such that
for all u > 0 we have

¢ /u f(s)ds < uf(u) + czu® + ciea, (6)
0

where 0 < ¢3 < (61_22))‘1 , where A1 is the principal frequency of the sub-Laplacian L.

If ug € CY(Q) with ug = 0 on 0N satisfies the inequality

1 uo(§)
5Vl + [ ( [ ras - ) de > 0, ™)

then the nonnegative solution to the equation (4) blows up at a finite time T* for

(1+V/F) lluoll 2o

2(cr = 2) [~ 31V muollZaq) + Jo (5™ Fls)ds — co)de]
such that M
0<T*< : (9)
(Ver2 = 1) Juol2z
that 1s,
t
lim / / u? (&, 7)dédT = +00. (10)
t—=T* Jo JQ

Proof of Theorem 1. Following the standard procedure we define a new functional F, that
is,
1
F(t) == [ IVl 0Pl + [ (Flu6.0) - edg, te 0400, (1)
Q Q
where F(u) := [}’ f(s)ds. In the case ¢ = 0 this functional has the form

FO) = 5 Vol + [ (Pluo) —ca)ds > 0 (12

in view of (7).
By (7) it is strictly positive. Now we have the following computations

/ot = - /Ot | (Fute. ). Varurl, ydear + [ t | Putud.murte.myagar

- /0 t /Q L€, TYur (€, 7)dgdr + /0 t /Q F(ul€, 7)) (€, 7)dEdT = /0 t /Q w2 (€, 7)dedr,
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and

/dci- dT_—// e (IVau(&, ) de§+// dT )) — c2)dTdE

1
! /ﬂ (V (&, ) = |V o 2)de + /Q [ (u(€, 1)) — F(uo) .

That allows one to write the functional F(¢) in the following way

F(t) = F(0) + /t dde( / / (€, 7)dedr (13)

We introduce a new function Z as follows

t
:/ /u2(§,7)d§dT+M, t>0, (14)
0 JQ

where M > 0 is a constant to be determined later. By Leibniz’s integral rule we get

! _ 2
70 = 4200 = 4 ([ [ e mear) = [ wenae
! _ ! d 2 _ 2 2
| [ outemutenyaras = [ [ e marde = [ (e g = ol

This gives the relation

and

t
7(0) = [ e = [ [ 2u(erurte riarde + ol (15)

Using the above computations, the condition (6) and Lemma 1, we compute the second
derivative of Z(t) with respect to time

Ly -2 / 2(¢, )¢ = 2 /Q ulE, t)un(E, £)de

I//(t) —
_y /Q () Lu(6,t) + 2 /Q u(E, 1) F(ulE, £))de
> —2/Q [V rru(€, t)Pdé + 2/9 [e1F(u(€,1)) — esu?(€,1) — crca] dE

=201 |-y [ Ve 0Pac+ [ (Fruten) - cac]
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(e —2) /Q IV e, 0)|2dE — 2es /Q (6, 1)de

> 261 F(t) + ((c1 — 2)M1 — 2¢3) /Q W2(€,0)dE > 201 F(8).

That can be rewritten as

(1) > 26, F(0) + 261 /0 t /Q W2 (€, 7)dedr (16)

Also, we compute by making use of Holder and Schwartz’s inequalities,

(Z'(#)* <41 +0) (/Q /Otu(g, r)uf(ﬁ,T)de§>2 + <1 + i) loll72 )

<4(1+0) (/Q (/Ot uQ(E,T)dT>; (/Ot ui(g,r)d7> : d£>2 + (1 + i) ||U0||4L2(Q)
<4(1+ o) ( Q/Ot u2(§,7-)d7-d§> (/Q /Ot ui(g,T)drd5> + (1 + i) HuoH‘iz(Q),

where o > 0. Then by combining the above expressions and taking o = y/c¢1/2 —1 > 0,
we establish the estimate

Z'Z(t) — (14 0)(T'(t)* > 21 <]—"(O)+ /0 t /Q uz(g,r)dgdr> < /0 t /Q u2(§,r)dde+M)

—4(1+0)(1+0) (/Q/OtUZ(f,T)de£> </Q/Otug(£,7)d7'd£>

1 1
~(1+o0) <1 + U) luol|z2(q) = 2¢1MF(0) — (1 + o) <1 + O_) luoll 2 (q-
Since F(0) > 0 and we choose M > 0 as large enough to satisfy
Z'(OZ(t) — (1 +0)(T'())* > 0. (17)

We can see that the above expression for ¢ > 0 implies

2

lluoll
d [ Tt 1> L2 Tldo
|: U+(1) :| > 0 . I Z Mo+1 I (t)7
dt [Z7H1(t) Z(0) = M.

Then we arrive at

1
1 oluolBag \ 7
I(t)Z<MU_MU+1t -
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From here we see that the solutions blow up in the finite time T which is

M
0<T" < ——5—,
UHUOHL2(Q)
where M can be estimated from (17), that is,
) Dl _ (L4 /) luoldeey
2¢17(0) 2(c1 = 2)[—3 HVHUOHL2(Q) + fQ (ug) — 02)dﬂ

Therefore, it follows that Z(¢) cannot remain finite for all ¢ > 0. In other words, the solution
u blows up in finite time 7.

2.2 Blow-up solutions for p-sub-Laplacian heat equations. We consider now the
blow-up solutions to the p-sub-Laplacian heat equation on the Heisenberg group H", that is,

w(§,1) — Lpu(€,t) = f(u(€ 1), (&t) € 2x(0,+00), Q CH",
(€, t) =0, (€, ) € 00 x [0, +oo) (18)
u(§,0) = up(§) > 0, £ e

where f is locally Lipschitz continuous on R, f(0) = 0, and such that f(u) > 0 for u > 0.
Furthermore, we suppose that ug is a non-negative and non-trivial function in L (9)NSP(£)
and that ug(§) = 0 on the boundary 0.

Theorem 2. Let ) be a bounded domain of the Heisenberg group H™ with a smooth boundary
0. Let a function f satisfy the condition that there exist constants c1 > p and ca such that
for all u > 0 we have

c1 /Ou f(s)ds < uf(u) + csuP + creo, (19)

where 0 < c3 < % and A1 is the principal eigenvalue of the p-sub-Laplacian L. If

up € L®(Q) N SYP(Q) satisfies for the inequality

1 uo(§)
Mol + | ( [ reps - ) Q€ > 0, (20)

then the nonnegative solution to the equation (18) blows up at a finite time T™ for

(L+ V) lluollzzq

M= 1 P uo((ﬁ)) ’ (21)
2er — 2)[ ol gy + Jo(fs™© F(s)ds — e2)de]
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such that M
0<T*< , (22)
(verz=1) lluoll3s
that 1is,
t
lim / / u? (&, 7)dédT = +oo. (23)
t—T* 0 Q

We introduce Lemma 2 and Lemma 3 that will be useful to proving Theorem 2.

Lemma 2 [13]. For 1 < p < oo there exist A1, > 0 and ¢1, € SYP(Q) with ¢1, > 0 in Q
such that

{_Epvbp(x) =Aip Ul,p(x)’p_%l,pa r e}, QCH", (24)

vip(z) =0, x € 0N.
Moreover, A1, is given by

VgulPd
Mp= it JalVrulds
wesir) o lulPdg

Recall that A1, is the principal frequency and v, is the associated eigenfunction of the
p-sub-Laplacian L,.

Remark. Note that the existence of solutions for the nonlinear eigenvalue problems with
weights for the p-sub-Laplacian on the Heisenberg group was discussed in [13]. Lemma
from [13] is useful in the proof of blow-up solutions for p-sub-Laplacian heat equations.

Lemma 3. Let u be a weak solution to the equation (18) with |V yug| € LP(Q2). Then

1 t ug - 7_:1 u2 _uz
> /O /Q< (&7))rdgdr = 3 /Q (6, ) — wB(€)]dg (25)

:/0 /Q[_|VHU(€7t)|p+U(€,t)f(u(§,t))}d§d7-7
and

! 1 p p
/O /Q (€ r)dgdr =~ /Q [V (€, O — [V uo(€) P1de (26)

+ / [F(u(€, 1)) — Fuo(€))]de,
Q

where F(u) := [ f(s)ds.
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Proof of Lemma 2. We first prove the equality (25) by using the equation (18), that is,

1 rt 2 _} w2(e |t _1 U2 o
2/0 /Q(u (&, 7))rdédr = 2/Q (&,7)]pdé = 2/9[ (&, 1) — ul(€))de,

L[ it raar = [ [ et i
- /Ot /Q‘p“@”)“(ﬁﬁ)dfdw /0 t /Q Flule, 7)u(E, 7)dedr
—/Ot/Q|VHU(£’T)‘pd£dT+/0t/ﬂf(u(f,7'))u(£,7')d§d7-,

which proves the expression (25). Now we prove the inequality (26) by using the Leibniz
integral rule, as follows

/Ot/ﬂu?r(f’T)dde:/Ot/Q,Cpu(f,T)uT(fyT)dfd7-+/Ot/Qf(u(&T))uT(&T)dng

—— [ [ mu(e P2Vt r), Vurl, e + [ [ putem)us( rydear
0 Q 0 Q

1 / /t d /IVHU(EJ)I =AY " //t d /U(&T) F(s)ds | drde
= —= - s 2 as | ard§ + - s)ds | At
2 JaJo dr \ Jo aJo d1 \ Jo

:_//WHUW s dsd£|0+/F (€,7))deElb
= < NG, >d§|o+ | Plute et
1

=~ [ IV OP = [Varuol©) 1€ + [ Flats. ) = Fluo(©)d.

which proves the expression (26).
Proof of Theorem 2. We begin by defining the function F,, by

and

Folt) = —; /Q IV (e, t)Pdé + / (F(u(€, 1) — esJde. (27)

Then for t = 0, by (20), we have

Fol0) = =V ol + [ [Flun(©) = calde >0,
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We can rewrite F, by using Lemma 3 as

t
Fp(t) = Fp(0) + ddT}'( dr = / / ur(€,7))2dédr,

tddT :_// (V (e, 7)) d7d5+// P(ul€, 7))drdé

- /Q /O UV e, P2V e, ). Vg (6, 7))drde + /0 t /Q diT ( /0 Her f(s)ds) drdg
= tﬁp“(éaT)UT(faT)ddeJr tf(u(§,7))uf(€77)d7d§= t (ur(&,7))°dedr.
Iy L |,

Let us define the function 7, by

where

t
:/ /uz(f,T)dde—i—M, t >0, (28)
0 JQ

where M is a positive constant. Then we compute the derivative of Z(t) with respect to time,
which gives that

dt// & dde_/(/ (&) >d€=/gu2(s,t>d§

t
:/0 /Q2u(§,7)u7(£,7)d7dﬁ+”UOH%%Q)

The second derivative of Z,(t) with respect to time ¢ can be calculated by Lemma 3, using
the condition (19), and Lemma 2, so that we get the estimate for Z;](t) as follows:

1y(6) = G0 = 5 | w¥(€0d = =2 [ (Vau(enpde+2 [ ute. a0
> —2/Q |Vau(&, t)PdE + 2/Q (c1F(u(é,t)) — cauP (&, t) — crca) d€
~ 2, H [ wauts.opas + [ a0 - cz]dg}

+2(Clpjp) /Q Vau(€, )Pdg — 2¢3 /Q uP (&, t)dg

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 63-75



Blow-up solutions to p-sub-Laplacian heat equations on the Heisenberg group 73

> 27yt +2 (O7DM ) [ i a2 207,00
b Q

Then by using (28) the above estimate can be written in the following form

I)(t) > 2c1F5(0) + 2¢1 /O t /Q ul (¢, 7)dédr. (29)

By making use of Schwartz’s inequality and for arbitrary ¢ > 0 as in the case p = 2 we arrive

at
(I;J(t)) <4(1+0) <// & de§> (// 2(&,7) de§>

Now we use estimates of Z),(¢) and Zj'(t) with o = («/01/2 - 1) to obtain

HU0”L2(Q)

I, (I () — (1 + 0)(Z,(1))

zzcl{p // (&7 dgdr] [// (X dgde]
—4(1+0)(1+0) (/Q/O u2(£,7)d7d£> </Q/0 u?(ﬁ,T)deﬁ)

1+o0 1+o0
~+0) (227) Bl > 200550 = (14 ) (FE7 ol (30

Noting that F,(0) > 0 and taking M > 0 as large as necessary, we obtain the following
estimate

I (1) Ip(t) — (1 + 0)(Z,(t)* > 0. (31)

For t > 0 the above expression can be written as
d [ I/t
— | == () >0,
at \Z37 (1)

() > L g, ¢ >0,

7,(0) = M.

1
1 O-HUOH%Q(Q) o
L) 2 <M T e )
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From here we see that the solutions blow up in the finite time T™ which is

M

U||UOHL2(Q)

where M can be estimated from (30) as follows

M — (1 + O') (ITTU) ||u0‘|i2(9) (33)
N 261./."]7(0) .
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O6imkaceiM A., Coburbex B. 'EM3EHBEPT TOBBLIHJIATEI p-CYB-JIAIIJIACUAH
YIHITH 2KBLJTY ©TKI3TTIITIK TEHAEYIHIH ITEINIMJAEPIHIH KPAYBI

By maxkanamga 6i3 Teitzenbepr ToObIHAAFB! p-cyO-Jlammacuan yIm XKbLTy ©TKI3TIIITIK TeH-
neyine apuanran Jupuxie 6actankbl ecebiHiH IMIeNiMIEPiHiH KUPAYbIH OWBICY OJICI apKbLIbI
JTIJIEJIIETIK.

Kinrrix ceznep. Kupay, p-cyo-Jlamnacnan, [eitserbepr ToObI, OfibICy 9Iici.

Abunkacsiv A., Caburbex B. PABPYIIEHWE PEHIEHUN YPABHEHUNSA TEILIO-
[TPOBOJIHOCTU JIJI5 p-CYB-JIAIIIACUAHA HA T'PYIIIE T'EM3EHBEPTA

B sT0lf cTaThe MBI JIOKa3aJ pas3pylleHne peleHniit HadaJbHOi 3ajadu lupuxie ypas-
HeHHIe TeIIONPOBOIHOCTH JUist p-cyO-Jlammacuana Ha rpymme [eiiserbepra ¢ UCIOIb30BaHIEM
METO/18 BOIHYTOCTH.

Kirouesnie ciiopa. Paspyienue, p-cyo-Jlamnacuan, rpymma [eiizenbepra, MeTo1 BOrHYTO-
CTH.

KAZAKH MATHEMATICAL JOURNAL, 21:1 (2021) 63-75



Kazakh Mathematical Journal ISSN 2413-6468

21:1 (2021) 76-88

On a numerical method for solving a nonlinear

boundary value problem with parameter
Svetlana M. Temesheva'??, Arailym K. Duissen®?
Gulsanam S. Alikhanova ¢

Ynstitute of Mathematics and Mathematical Modeling, Almaty, Kazakhstan
2Al-Farabi Kazakh National University, Almaty, Kazakhstan
3Abai Kazakh National Pedagogical University, Almaty, Kazakhstan

%e-mail: temesheva.svetlana@kaznu.kz, bduisen-arailym@mail.ru, ¢sanam-18.11.95@mail.ru

Communicated by: Anar Assanova

Received: 10.01.2021 * Accepted/Published Online: 15.02.2021 * Final Version: 18.03.2021

Abstract. Differential equations encountered in applications, as a rule, contain numerical parameters
that characterize certain properties of the described processes. Finding their values requires additional
information on the solution and quite often leads to boundary value problems with a parameter, such
as the equation of electron motion around a nucleus, the problem of a harmonic oscillator, and the
electron motion in Hal's magnetron. To date, mainly, the regular linear boundary value problems for
linear ordinary differential equations containing a parameter have been studied. In this paper, we study
a boundary value problem for a linear differential equation with a parameter under nonlinear two-point
boundary conditions. The problem is investigated by the parametrization method of D.S. Dzhumabaev
with a modified algorithm, which was originally proposed to establish the unique solvability criteria for
a linear two-point boundary value problem for a linear system of ordinary differential equations without
a parameter. The present work proposes a numerical method for solving the boundary value problem
under investigation, based on solving the Cauchy problems for functions of a special type and solving a
system of nonlinear algebraic equations with respect to the introduced parameters, which arises when
the parametrization method is applied. Also, to demonstrate the effectiveness of the proposed numerical
method, a test example for finding a numerical solution to a nonlinear two-point boundary value problem

for a system of linear differential equations with a parameter is given.
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On a numerical method for solving a nonlinear ... 7

Differential equations encountered in applications, as a rule, contain numerical parameters
that characterize certain properties of the described processes. Finding their values requires
additional information on the solution and often leads to boundary value problems with a
parameter.

The theory of boundary value problems with a parameter goes back to the works of
Hikosaka-Nobory [1], S. Takahaschi [2], K. Zawischa [3], G. Zwirner [4].

A significant contribution to the theory of boundary value problems with parameters was
made by Kazakh mathematicians. For infinite systems of differential equations containing an
infinite number of parameters, the two-point boundary value problems in spaces l3 ,, were
considered in the works of O.A. Zhautykov, M.E. Esmukhanov [5], M.E. Esmukhanov [6,7].
Necessary and sufficient conditions for the solvability of regular nonlinear boundary value
problems with a parameter for differential equations in a Banach space were established by
D.S. Dzhumabaev [8], [9]. Works of B.B. Minglibayeva [10,11] were devoted to the establish-
ment of coefficient criteria for the unique solvability and well-posedness of linear two-point
boundary value problems with parameter.

This paper investigates a boundary value problem for a linear differential equation with
a parameter under nonlinear two-point boundary conditions. The problem is investigated by
using the Dzhumabaev parametrization method [12] with a modified algorithm. A numerical
method for solving the boundary value problem under investigation is proposed. We also
provide a test example that demonstrates the effectiveness of the proposed numerical method
for finding a solution.

2 Modification of the parametrization method algorithms

We consider a boundary value problem for a linear differential equation with a parameter
obeying the nonlinear two-point boundary conditions with a parameter

d
ch — A(t)z + B(t)ho + f(t), t€(0,T), z€R", X €R™ (1)

9(Xo, 2(0),2(T)) = 0, (2)

where the (nxn)-matrix A(t), (nxm)-matrix B(t), and n-vector-function f(t) are continuous
on [0,T], g : R™ x R™ x R™ — R™*"™ is a continuous function, ||z| = ZIEHID?(JCI}Z’, |A®)| =
n m

max » |a;;(t)] < «, ||B(t)|| = max > |b;;(t)] < B, a, B are constants.

i=1mn j=1 i=1mn j=1
We need to determine a pair (\j, z*(t)) with function x*(¢) satisfying at Ao = A{ the

differential equation (1) and boundary conditions (2). Note that the unknown parameter Ao

is contained both in the differential equation and in the boundary condition.

Let us introduce the notation:
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=

Ay is a partition of interval [0,7T) = [tr—1,tr) by the points ts = sh, s = 0 : N,

r=1

h=T/N (N =1,2,...);
C(]0,T], R™) is the space of continuous on [0, 7] functions = : [0,7] — R™ with the norm

= t N
ol = mas. 2(0))

C([0,T], Ay, R™) is the space of function systems z[t] = (z1(t), 22(t),...,zn(t)) with
function x,(t) € C[ty,—1,t,) which has a finite limit . litm Omr(t) (r = 1:N) with the norm
—tp—
[z[]ll2 = max  sup |z, ()]].
’I‘ZIIN tG[trfl,tr) "
Denote the restriction of function x(t) to [t,—1,t,) by x,(t), r = 1: N, and reduce the
problem (1), (2) to the equivalent multipoint boundary value problem

WO _ A1) + BN+ 1), te it r=1:N. 3)
s (Aae1(0), tim v () =0, (@)
tﬁlitrrnioxr(t) =Zr11(ts), s=1:(N—-1), (5)

where (5) are the conditions for matching the solution at the interior points of partition of
the interval [0, 7).
The solution to the problem (3)-(5) is the system of functions

z*[t] = (21(t), 23(t). ..., 2N () € C([0,T], h, R™Y),

with functions z}(t), r = 1 : N, continuously differentiable on [¢,_1,t,), satisfying the system
of differential equations with a parameter (3) and conditions (4), (5) at Ag = Aj).

The boundary value problem (3)-(5) is equivalent to a multipoint boundary value problem
with parameters

du,
CZ = A()(\r +ur) + B(OXo + f(t), t€[trr,ty), r=1:N, (6)
ur(tr—l) =0, r=1:N, (7)
g ()\07 )‘h )‘N-l—l) = 07 (8)
A+ lm up(t) =Ny, r7=1:N, 9)
t—t,.—0

where A\, = z,(t,—1), r = 1: N, Ayy1 = lm  zn(t), up(t) = z.(t) — A\ at t € [tr—1,t,),

t—tny—0
r=1:N.
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Let us introduce the linear operator [13, p. 145]

t 00 t T1 Tj—1
X,(t) =TI+ / A(r)dm + Z/ A(ﬁ)/ A(r) .. / A(r))drj ... drad,
tr—1 j:2 tr—1 tr—1 tr—1
te€ltr_1,ty), r=1:N,
where I is the identity matrix of dimension (n x n). The operator X, (t) satisfies the problem

dX,
dt

For fixed values of the parameters A\, € R" (r =1: N) and \p € R™, using the notation

= ADX,,  Xe(tr1) =1, telt_i,t), r=1:N. (10)

ar(P,t) = X,.(t) t X, N P(€)de, tetr,t], r=1:N, (11)

tr—1
we write down the unique solution of the Cauchy problem (6), (7)
ur(t) = ar (A, )Ny + ar (B, t) Ao + ar(f,t), t€[ty—1,t,), r=1:N, (12)
and compose a system of functions u[t] = (u1(t), ua(t), ..., un(t)).

Note that the function a,(P,t) satisfies the Cauchy problem

d
Za (Pt) = A(t) - (PO + P(t), a(Pto1) =0, teltit), r=1:N. (13)

Determine , litm Our(t), r=1: N, from (12), substitute them in (8), (9), then multiplying
—tp—

(8) by h > 0, we write down the system of nonlinear equations with respect to unknown
parameters

QuanyN) =0, A= (Ao, A1, Ag, -, Ay, Any) € RMIMVHD, (14)
where the operator Q. a, (\) has the form
h- g9 (>‘07 >‘17 >‘N+1)
a1(B,t1)ho + (I +a1(A,t1)) 1 — A2 + a1 (f, t1)
Qean(A) = az(B,t2) o + (I +a2(A,t2)) A2 — Az + a2(f, t2)
an(Botn)ho + (I + an (A v )An — Ansr + an (f, En)
Let us choose the vector A\ = ()\8,)\(1),)\8,...,/\9\,,)\9\,+1) e Rmtn(N+D and numbers

px > 0, pp > 0 and define the sets:

S(/\Oap)\) = {/\ = ()\07)‘1""7)‘N+1) c Rm+n(N+1) .
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0 — _ (V)
A= X0) = max {Jo = 1. _max 0~ X1} <}

Gol(px, pr) = {(wo,wl,wz) € R™27 ¢ Jlwy — N3] < pas [Jwr — A < pa, [Jwz = M| < px}-

Condition B. The function g(v,w) is continuous in Go(py, pz) and has uniformly con-
tinuous partial derivatives g,, (wo, w1, w2), gy, (wo, w1, w2), and g, (wo, w1, ws).

When solving the equation (14) with respect to A € RN+ e use iterative processes
with damping factors. It is known that to expand the range of initial approximations at
which the iterative process converges, damping factors are used. The following statement,
formulated on the basis of Theorem 1 from [14], establishes the conditions for the convergence
of iterative processes with different damping factors to the same solution of the equation (14)
with the same initial approximations, as well as an estimate of the difference between the
solution and the initial approximation.

Theorem 1. Let the following conditions be satisfied:

0Q« A
1) the Jacobi matriz Q’C{)AAN() . RmAn(N+1) o gmAn(N+1) s uniformly continuous in
S\, p),

2) o\ : RmAn(NFD) y grAn(NHD s houndedly invertible for all X € S(A\°, p) and

-1
o2 =

v 18 a constant,
3) 7 1Quan (W) < p.
Then there exists a number ag > 1 such that for any ay > «q, the sequence {)\(p“)},
p=20,1,2,..., determined by the iterative process:

A0 =)0,

—1
. (p) 15
AE+HD — \®) ;1 (0Q AaNA(A )> Quay D), p=0,1,2,..., (15)

is contained in S(\°, p), converges to \*, is the solution of the equation (14) in S(\°, p), and
the following estimate holds:

I = A% <y 1Quan (A0 (16)

Moreover, any solution to the equation (14) in S(A°, p) is isolated.
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3 Numerical method for solving a nonlinear two-point boundary value problem
with parameter (1), (2)

In this section, we propose the following numerical method for solving a nonlinear two-
point boundary value problem with a parameter (1), (2).
1) Divide the interval [t,_1,¢,] into M equal parts (M = 1,2,...) and determine the

tr —tp_
numerical solution to the Cauchy problem (13) at points ¢, =t,_1 +k- TTH (r=1:N,

k=0:M).
2) Compile a system of nonlinear algebraic equations (14) with respect to the parameter
= Rern(NJrl)'

3) Choose the vector \% € R+ (N+1) such way that Qx.ay(A) # 0 and using the iterative
process (15), find a solution \* to the equation (14).
4) Define A(P) such way that Q. a,(AP) =0, p=1,2,....
5) Use the values of the numerical solution to the Cauchy problems (13) and according
to the equality (12), find u,(¢t, %) (r=1: N, k=0:M).
(P -

The numerical solution to the problem (1), (2) is a pair (AJ”, Z()), where

( M (b)), if f—k%, k=0:(M-1),
A A 4 ug(tog), i F= k2T k=0:(M—1),
() =4 ...
M un(tng), if f—tN_1+ktN_]\;N‘1, k=0:(M—1),
)\S\Z;)H, if t=ty
4 Example

It is required to find the numerical solution to the nonlinear boundary value problem for
a differential equation with parameter:

1 1 1 142
da 7 i 1 0 3t —gt
— = T4 - Ao
dt 11 _ 12 143 1
4 2 5 4 2
39 9 42 1
gl —sat” — 2 ) ,
+ , zeR, X€ER’ (17)
942 143 1y 17
80 160 4 32
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1 % % 1 1 _% %
5 2
4 1 —2 1
3 2 _1 1 5 16
1 1 1o 1
1 1
111 2 4 7 _1
2 T3 2 s 78
11 3 9 2 1
0 -1 3 L 51
)\071 . 131(0) *% 0
Aoz @i(1) 9% 0
Mg w2(0) | | HF 0
I (0) . xg(l) % 0
22(0) - 1(1) T 0
10
Let us make a partition of the interval [0,1): Ajg: [0, 1) = U [0.1(r—1), 0.1r). Construct
r=1

a system of nonlinear equations with respect to parameters of the form (14):

Qeny (M) =0, A= Ag,A\s A, Mgy A1) €ERP, N ER?, N\, €R? r=1:11, (19)

where Q*,Am ()‘) = ( Q*,Am O‘)O Q*,Am O‘)l Q*Alo ()‘)2 Q*,Alo ()‘)10 )T7

;11 11 11

2 3 5 2 2 8

1 1 1 2 1

3 13 -5 1 ~5 16

_ 1 1 1 1 1 3
QuawMo=|[ -3 3 1 |-dt| -5 5 [ M+]| -5 1 [

111 11 71

2 3 2 2 4 8 8

0 _1 1 11 2 1

4 2 3 9 5 4
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o1 A1 — 13
Ao,2 - 11,1 2

+1 Aosz-Az2 | — 291,
A1 A2 %
A12 A1 B

0 ), = 5.313926e — 8 0.000318 —0.000091 ' \
“A10 VLT _8.438817¢ — 6 —1.881198¢ — 6 0.006410 0

1.051600 —0.026285 —0.048148
+ A1 — A2+ ;

~0.026285  1.051600 ~0.055089
0 V), = 5.898982¢ — 7 0.000959 —0.000155 \ |
®A10 M2 = —0.000060 1.176714e —6  0.006410 0
1051600 —0.026285 \ |\ (" —0.043406
—0.026285  1.051600 277 —0.057485 )~

0 (A), = 1.772920e — 6 0.001599 —0.000283 Y
A0 13 = —0.000162 0.000033  0.006412 0

—0.026285  1.051600

1.051600 —0.026285 \
—0.059653

—0.038955
)\3 - )\4 + ( ) ’
0 V), = 3.602205¢ — 6 0.002239 —0.000475 Y
#0810 \ Mg T —0.000315 0.000113  0.006414 0

( 1.051600 —0.026285 >

N e (70034795
—0.026285  1.051600 47 '

—0.061596

0 (), = 6.077754e — 6 0.002878 —0.000731 A\
*A10 W5 —0.000520 0.000260  0.006417 0

( 1.051600 —0.026285 >

As — Ao b —0.030927
0.026285  1.051600 5 6 )

—0.063318

0 (V) = 9.199565e¢ — 6 0.003516 —0.001051 A
*A10 L6 = —0.000777 0.000493  0.006421 0

( 1.051600 —0.026285 )

—0.027350
0.026285  1.051600 ) "0 AT < > ’

—0.064822
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0 (\). = 0.000013 0.004153 —0.001436 N
“810 Y77\ _0.001084  0.000832  0.006426 0

N 1.051600 —0.026285 ) | ( —0.024063
—0.026285  1.051600 T —0.066114 )’

0 (g = 0.000017 0.004789 —0.001884 N
“A10 Y8 =\ _0.001443  0.001297  0.006431 0

N 1.051600 —0.026285 ) | ( —0.021068
—0.026285  1.051600 8779 —0.067196 )’

0 (A)g = 0.000022 0.005422 —0.002397 A
“&10 19 =\ _0,001853 0.001905  0.006438 0

N 1051600 —0.026285 ) | ( ~0.018364
—0.026285  1.051600 97 A0 —0.068073 )’

0 )y = 0.000028 0.006054 —0.002973 A
w810 VY10 7 {0 0.002314  0.002676  0.006445 0

—0.026285  1.051600 —0.068748

When solving the system of nonlinear algebraic equations (19), we take the vector

1.051600 —0.026285 —0.015950
+ “A10 — A1+ :

1
A0 = (A3, A2 09, 00,09 = 0|, 0 , 0 0 , 0 € R»
0 0 0 0 0

as an initial approximation.

The operator Q. a,, (\) in the sphere S(A\°,3) satisfies all conditions of the Theorem
1. Using the iterative process (15) at the 100th iteration, we find the parameter \*
(A5, A5, A5, oy Ao, ATy) € R?5, where

= _8‘28888 A\ = ( 2.00000 ) = < 2.00250 > = ( 2.01000 )
0 — . ) 1 — s N y N3 — )
5 00000 2.00000 1.99875 1.99500

3o 2.02250 A\ 2.04000 N 2.06250 o 2.09000
470108875 /7% 7\ 1.98000 )76\ 1.96875 )77 T\ 1.95500 )’

o 2.12250 N 2.16000 . [ 2.20250 . [ 2.25000
87\ 199500 /72 \ 1.92000 )’ 10— \ 1.89875 /11 7\ 1.87500 /-
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The exact solution to the problem (17), (18) is a pair (A§,z*(t)), where z*(t) =
$12+2
and \* = (-1/2,1/5,2).
1
2 — 3t?
From the estimation
max A7 —2%(0.1- (r —1))|| < 3.307576 1072 <1071

r=1:

it can be seen that the values of the required vector function Z(t) = < ;;8 ) at the points
of the partition A1y, found by the proposed method, differ from the values of the exact
solution x*(¢) at the same points by no more than 107!*. Table 1 shows the values of the
found numerical solution Z(t) at points £ = 0.05k k = 0 : 20, and the difference between the
values of the obtained solution and the exact solution at these points.

Table 1. Comparison of the values of the numerical solution and the exact solution at the
points of the interval [0, 1]

ERIERE0 fl) —ai() | @) E2(0) — w5(0)
0 0.00 | 2.000000 -1.599165e-12 2.000000 2.520428e-12
1 0.05 | 2.000625 5.196696e-10 1.999688 -5.060261e-10
2 0.10 | 2.002500 -1.639577e-12 1.998750 2.577272e-12
3 0.15 | 2.005625 5.196275e-10 1.997188 -5.059675e-10
4 0.20 | 2.010000 -1.685763e-12 1.995000 2.638778e-12
5 0.25 | 2.015625 5.195786e-10 1.992188 -5.059038e-10
6 0.30 | 2.022500 -1.735945e-12 1.988750 2.704503e-12
7 0.35 | 2.030625 5.195258e-10 1.984688 -5.058356e-10
8 0.40 | 2.040000 -1.791900e-12 1.980000 2.774669e-12
9 0.45 | 2.050625 5.194671e-10 1.974688 -5.057630e-10
10 0.50 | 2.062500 -1.853628e-12 1.968750 2.849720e-12
11 0.55 | 2.075625 5.194023e-10 1.962188 -5.056855e-10
12 0.60 | 2.090000 -1.922462¢-12 1.955000 2.929879e-12
13 0.65 | 2.105625 5.193304e-10 1.947188 -5.056024¢-10
14 0.70 | 2.122500 -1.996181e-12 1.938750 3.015366e-12
15 0.75 | 2.140625 5.192531e-10 1.929688 -5.055143e-10
16 0.80 | 2.160000 -2.076561e-12 1.920000 3.106848e-12
17 0.85 | 2.180625 5.191692e-10 1.909688 -5.054197e-10
18 0.90 | 2.202500 -2.164491e-12 1.898750 3.204104e-12
19 0.95 | 2.225625 5.190777e-10 1.887188 -5.053196e-10
20 1.00 | 2.250000 1.060075e-9 1.875000 -1.033438¢-9

The Table 1 shows that ||z* (t) — ;Tc(f)” < 1078, The result obtained clearly shows the
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rather high efficiency of the proposed method for finding the numerical solution to the nonlin-
ear two-point boundary value problem for the system of ordinary differential equations with
parameter. Calculations have been performed in the mathematical package MathCAD 15.
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Temermera C.M., IHyiicer A.K., Anmuxanosa [.C. ChISbIKThIK EMEC ITAPAMETPI
BAP IIETTIK ECEIITI IIEITY/IH BIP CAHJIBIK 9/11CI TYPAJIbBI

Koceimmmanapma kesgeceTin auddepeHnuaaiblk TeHaeyIepie, 9IeTTe, CAATTaIraH Ipo-
necrepiy, 6esria 6ip KacuerTepiH CHUIATTAATHLIH CaHibK Hmapamerpsep 6osaiabl. OaapiblH,
MOHIEPIH Taby IIeINM TypaJjbl KOCBIMIINA aKIapaTThl KaXKeT eTell »KoHe KebiHece rmapamer-
pi 6ap mieTTik ecenTepre oKeseni. Mbicasibl, SAPOHBIH, altHAIACHIHIATBI JIEKTPOHHDBIH, KO3Fa-
JIBIC TE€HJIEY1, TAPMOHUKAJIBIK OCITUJLISATOD TYPAJIbI €CEIl, X3/ MAarHeTPOHBIHIAFbI 9JIEKTPOHHBIH,
Ko3rajbichl. Herizinen, ochbl yakbITKa Jeilin, mapaMeTpi 6ap ChI3BIKTHIK, KoM nuddepeHimai-
JIBIK TE€HJIEYJIEP YITIH PEryaspJIbIK, ChI3BIKTHIK, MTETTIK ecenTep 3epTTeAreH. by XKyMbICTa Ta-
pameTpi 6ap ChI3BIKTHIK, JUMHEPEHITNAIBIK, TEHJALY YIIiH ChI3BIKTHIK, eMeC €Ki HYKTes meT-
TiK MApPTTAPIbl KaHAaraTTAHIALIPpATLIH meTTiK ecen 3eprreseni. Ecen 1.C. xymabaeBThIH
rmapamMerpJiey dJliciMer 3eprresei. Byt ojic mapaMerpi ¥KOK Kol CBI3BIKTHIK, i depeHIiu-
AJIIBIK, TEHIey/Iep KYiecl YIMH ChI3BIKTHIK €Ki HYKTe Il MIeTTIK eCenTiH OipMoH Il MIeliTyiHis,
Oe/iriJIepiH aHBIKTAY VINIH YCHIHBUIFAH. 3E€PTTEJIETIH MIETTIK eCcenTi IIenty/iiH CaHIbIK, OJici
YCBIHBLIAIRI, OyJT omic apuaiibl Tunreri gyuknusiap yirin Komm ecenrepin merryre »KkKoHe
IapaMerpJey 9HIiCiH KOJIJIaHy Ke3iHie maiiza OoJaThbiH €HIi3iareH mapameTpJiepre KaThICThI
CBIBBIKTBIK, €MeC aJredpasiblK TeHeyiep Kyiiecin mremnryre Herizzenared. [lemrivmai Tabyabiy
VCBIHBIIFAH CAHJbBIK 9ICIHIH THIMILITIH KepceTeTiH mapaMerpi 6ap ChI3bIKTHIK, JuddepeHIm-
aJIJIBIK, TEHJIEYJIep »Kyi#iecl YITH ChI3BIKTHI eMeC €Ki HYKTeJIl MEeTTIK eCeNTiH CaHJIbIK, MeNTiMiH
TabyAbIH ChIHAK, MBICAJIBI KeJITipiIreH.

Kinrrix ceznep. ChIBBIKTBIK, €MeC IIETTIK ecell, IapaMeTpi 6ap TeHey, CAHIBIK, IIeIIiM.

Tememera C.M., Ilyiicern A.K., Ammxanosa [.C. Ob OJIHOM YNCJIEHHOM METO/E
PEMIEHNY HEJINHENHON KPAEBOI 3AJAYN C ITAPAMETPOM

Juddepennnaibable ypaBHEHNs, BCTPEYAIONINECcs B IPUIOXKEHHSIX, KaK IIPABUIIO, COIAEP-
2KaT YUCJIOBBIC ITapaMeTpPhI, XapaKTepH:SyIOH.[He T€e UJIM UHbIE CBOMICTBA ONMCHIBAEMbBIX oporec-
coB. Haxoxkenne ux 3HadeHuil Tpedyer AOMOJHUTEIbHON MHAMOPMAINE O PEIIeHU: U YACTO
MPUBOJIUT K KPAaeBBIM 3a/adaM ¢ napamerpoMm. Hampumep, ypaBHenune JBUKEHUS JIEKTPOHA
BOKPYT sIpa, 3aja4a O FapMOHUYECKOM OCHUJLISATOPE, IBUKEHUS 3JIEKTPOHA B MarHETPOHE
Xs1a. B ocHOBHOM Ha CErOIHANIHUN JEHb M3YUEeHBI PEryJIsipHbIC JTUHEHHbIE KpaeBble 3a1aun
JJIST JIMHEHHBIX OOBIKHOBEHHBIX AUM@EpPEHIINAJIbHBIX YPABHEHNH, COIepKAIUX IapaMeTp. B
JTaHHON paboTe mcciieayeTcs KpaeBas 3a/ada Jijis JuHeHoro auddepeHnaabHoro ypaBHe-
HUS C ITAPAMETPOM C HEJTMHEHHBIMH JIBYXTOYEIHBIMI KPAEBLIMH YCJIOBUSIMH. 3aJ1a9a UCCTIe-
nyercst MmerogoM napamerpusanuu J.C. xymabaeBa ¢ MOIuUIUPOBAHHBIM aJIrOPUTMOM,
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KOTOPBII M3HAYAJBHO OBLI IPEJIOXKeH I YCTaHOBJIEHUS IIPU3HAKOB OIHO3HAYHON pa3pe-
IMIIMOCTH JIMHEHHOMN JBYXTOYEUHON KpaeBoil 3ajaqu /st JUHEHHON crucTeMbl OOBIKHOBEHHBIX
muddepennraabHbIX ypaBHeHUit 6e3 mapamerpa. IIpemmaraercss YuC/I€HHBIN METOJ, PEITeHUs
HccIelyeMoil KpaeBoil 3aJ1a4i, KOTOPBI OCHOBaH Ha pemreHny 3amad Komm st (pyHKITi
CIIEINAILHOTO BUJIA U PEIEHUN CUCTEMbl HEJIMHEHHBIX ajredpandecKux ypaBHEHUM, BO3HU-
Kalollell Tpu IPUMEHEHUN MeTO/la IapaMeTPU3allii, OTHOCUTEIHHO BBOJMMBIX IapaMeTpPOB.
[IpuBenen TeCTOBBIN TPUMEp HAXOXKJICHUS TUCACHHOTO PEIIeHUs HEJIMHEHHON ABYXTOYEIHOMN
KpPaeBoil 3aJ1a4u JJisi CUCTEMbBI JIMTHEHHDBIX AuddepeHnnalbHbIX YPaBHEHUN, COMEePKAIINX Ta-
paMerp, AeMOHCTpUpPYONuit 3pHEeKTUBHOCTD TPEJIOZKEHHOI0 YUCICHHOIO METOa HAXOXK e~
HU4A peIleHud.

KiroueBple ciioBa. HenmHeliHasi KpaeBasi 3ajiada, ypaBHEHHE C ITapaMETPOM, UHCJIEHHOE
pelenue.
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Abstract. The definition of Green's function of the Cauchy-Neumann problem for the hyperbolic
equation in a quarter plane is given. Its existence and uniqueness have been proven. Representation of
the Green'’s function is given. It is shown that Green's function can be represented by Riemann-Green

function.

Keywords. hyperbolic equation, second initial-boundary value problem, boundary condition, Green

function.

1 Introduction

An explicit form of the Green’s function in the sector for biharmonic and triharmonic
equations is given in [1], [2]. The Green’s function of the Neumann problem for the Poisson
equation in the half-space R, is explicitly constructed in [3], and the Green’s function for the
Robin problem in the circle in [4], [5], [6]. We also note the articles [7], [8], which are devoted
to the construction of the Green’s function for the Dirichlet problem for the polyharmonic
equation in the unit ball. In [9], [10] a representation of the Green’s function for the classical
external and internal Neumann problems for the Poisson equation in the unit ball is given.

2 Formulation of the problem

Let Q = {(z,t): * >0, t > 0}. The following hyperbolic equation is considered in Q:

Ou(xw,t)  0%u(z,t) +ay(mt) ou(x,t)
= — ai(x —_ 7
ot2 Ox? ’ Ox
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0 t
+b1(x,1) - “g; ) ¢ e (z,t) - u(z,t) = F(x,1), (z,t) € Q, (1)
with the initial conditions
ou
u(z,0) =T (x), E(w,O) = N(z), x >0, (2)
and the boundary condition
ou
—(t =d(t), t .
2 (1,0) = B(t), £ >0 3)

It is well known that this problem is correct, both in the sense of classical and generalized
solutions. We are interested in the question of the integral form of the solution of this
problem. We show that the solution of the problem can be written in terms of the Green
function, the definition of which we introduce.

In the characteristic coordinates £ = x +t, n = x — t equation (1) has the form

2 ou

0
5Ean 06 M gg THEMT +el&mu = 1), (En) e W

and the initial conditions (2) have the form

ou Ou
u(ﬁ,f) = T(f)v (af - 877) (575) - V(§)7 § > 07 (5)
and the boundary condition (3) will change to
0 0
(8? + a:;) (=nm) = ¢(n), n < 0. (6)

We will assume that a,b € C* (Q); ¢, f € C(Q); ¢ € C ((—00,0]); 7 € C*([0,400)); v €
C([0,+00)); ¢'(0) = —1/(0), ¢(0) = 7'(0).
The task is to build a Green’s function and a solution of the problem (4)-(6).

3 On the Riemann function of the equation (4).

It is well known that the Riemann-Green function R(&,n;&1,m1) is not defined in the
entire domain € x 2, but only for those points (£1,71) € ©, which |n| < &, —§ <m < €. And
for the remaining points of the domain € x {2, the Riemann-Green function is not uniquely
determined. For our further constructions, it is important for us to use the Riemann-Green
function defined at all points of the domain 2 x €, for which n; < —¢.

For further reasoning, we need to fulfill some relations between the coefficients a(,n) and
b(&,m) on the border £ = —n. For this purpose, in equation (4) let us replace the function

u(&,n) =U(&n) -v(n) - 1(&)- (7)
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Then with respect to the new unknown function U (£, n) we get the equation

2 Y —~
oo+ AEMGE +BEN T +AEU =T, (€m) < 9 0
where
a= 7(177) () + alé, mpy(m)) , b= M(lg) (1(6) + (&, m(©)) .
S mpe) e S HE) pAC)NN > [
= Sule) UG g THEM gy el =08 - ©)
Let us take functions vy(n), u(§) so that equalities
a(—n,n) = ~b(—n,n), G(~n.1) = by(~n,n), 1 <0. (10)

is performed. Then from (10) we have the next system of equations

7'(n) 1 (=n)
7(”) - 'u(_n) - a(_77>77) - b(_nan)v n S 07 (11)
7Y'(n)  W(=n)

o) = oy A€+ by, <0,

This system (11) has a solution that can be written as

) =exp [ [ (0.0 = ael-t.0) — al-t.0) - o) ]

3
H(E) = exp B /0 (—by(t,—t) + ac(t, 1) — a(t, —t) — b(t, —t))dt] .

Thus, if v(n), u(€) are selected in this way, condition (10) is met at n < 0. For values n > 0,
we continue the function 7(n) in such a way that it is continuously differentiable and the
condition y(n) > 0 is met .

To introduce the Riemann-Green function at all points of the domain €2 x 2 we continue
the coefficients of equation (8) in the domain Q= = {(£,7) € R?: p < —|¢|} as follows

_Ja(én), (&mn) €,
A@’”)‘{—a—n,—s), € en 12
b, (&n) €,
B(g’")_{—a—n,—f), (€. e (19
c(€,m), (& n) €,
Cen) =
K {8(—17,—5). En) e “4)
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If the coefficients a(&,n),b(&,n) € C* (Q); ¢(&,n) € C (Q), then in virtue of (9), (10) coeffi-

cients A(&,n), B(&,n), C(&,n) in the domain Q@ = QU Q™ = {(£,7) € R? : £ > 1} have the
following smoothness

A(&,m),B(&,m) € C (Q);:C(¢n) e C(Q), (15)

and satisfies the following symmetry conditions:
A(&n) = =B(=n, =€), Ae(&,m) = By(—n,—§),

Actually, show that (16) is true. From (12) we have that

9=’ Cier
{5 0 e
Also in the same way, from (13), (14) we get
Aelén) = {b:ﬁ((i;”_ I ]
Clé.n) - {:E’i:;)_ B ]

If we have chosen (£, 7) from  then (—n, —§) will be from Q.
In Q we consider the equation

o*U

E0n

+A(§,n)-%g+B(£,n)gZ+C(§,n)-U—F, () €0, (a7)

Due to smoothness (14), it is well known that for the equation (17) a Riemann-Green function
[11] exists in €2, that for any (&, 7n) € 2 satisfies equation

2

0&10m

0
R(&,m;&,m1) — aT_»l(A(ﬁla m)R(&n:&,m))

_56771(3(51,771)3(577];51,771)) +C(&,m)R(Em:€&,m) =0, (61,m) € (18)
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and the conditions on the characteristics

OR(&, m;:61,m)

p) - A(gla 771) : R(&ﬂ%élv”l) = 07 when 51 = 57 (19)

m

WB(&,m)-R(&n;&,m) =0, when 71 = n; (20)
R(&m:&,m) = 1. (21)

Thus, with this choice of the method of continuation of the coefficients of the equation (16),
we determined the values of the Riemann-Green function for all points of the domain €2 x 2.

Lemma 1. If conditions (16) are met, then the Riemann-Green function has symmetry such
that

R(&,m;61,m) = R(=n, —& —m1, —€1), (6,1) € Q, (&1,m) € Q. (22)
Proof. Denote
Rl(fﬂ]; 517771) = R(_n7 _57 -, _§1)7 (5777) € ﬁv (517771) € ﬁ

Show that Ry (&, n; &1, m1) satisfies equation (18) and conditions (19)-(21). Indeed, substituting
the representation of Rp(§,7n;&1,m1) in equation (18), at first entering a new designation
—&1 = m2, —m = &9, and then also entering the new symbols

=€ —€=17, =&, m="

again and using conditions (16) we get

0?2 0
96,0 R(—n, =& —m, —&1) — 8751(14(51, m)R(—n, =& —m, —&))
0
—8771(3(51,771)3(—?7, =& =, —&1)) + C(&,m)R(—n, =& —m, &) =
o R(—n, =& &,m2) + i(14(—772 —&)R(—n, —&; &2, 1m2))
a£28n2 ? ) ’ 8772 ) ) ) )
0
+87£2(B(—772, —&)R(—n, =& &2,m2)) + C(—n2, —&2) - R(—n, —&; &2,m2) =
P REiaa) - L (BE RET )
aaaﬁi ;1561,MT 3171 1, y 11561, 11
9 o~ o
—E(A(&,m)R(E,n; &,m)) +C(&,m) - R(Em:&,m) =0. (23)
1
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Thus R;i(&,m;&1,m1) satisfies equation (18).  Also substituting the representation of
R1(&,m;&1,m) into conditions (19)-(21) and using all the notation at the top we have

COR(—m, & —m,—€)

- A(&, 771) : R(—Ua =& —m, —51)

o€,
:‘W—B(&%»R@ﬁ;é,m):o, when 7 = 7j; (24)
_OR(=m, _;; —m =) B(&,m) - R(—n, =& —m, —&1)
m
:‘W—A(é,mﬂ@ﬁ;&mzo, when & = ¢; (25)
R(—n,—&—n,—€) = R(ET:6,7) = 1. (26)

Due to (23)-(26) easy to see that the function R(—n, —§; —m1,—&1) is also Riemann-Green
function of the same equation (17). But, it is well-known that Riemann-Green function is
unique. It follows that equality (22) is true. O

Corollary 1. On the line £ = —n, n <0, the next equality holds

R(=n,n;§1,m) = R(=n,m; —n1, —&1). (27)

4 Green’s function of the problem (4)-(6).

Let us build a Green’s function to the first initial-boundary value problem in the quarter
plane

2
Seor T A€ GE B o CEn U=F Emen, ()
Ue.€) = T1 (), (%g - f;) (6,€) = My(€), € >0, (20)
(%g - gg) (—m) = P(n), n <0. (30)

Definition 1. Green’s function of the problem (28)-(30) let us call the function G(&,n;&1,m),
which for every fixed (£1,m1) € €, satisfies the homogeneous equation

L(f,n)G(§7W;€17771) =0, (5777) € Q? a‘t&?égh 777&7717 777é _51; (31)
and the next boundary conditions
G(é.v&;flvnl) = 07 g > 07 (51)771) S Qv (32)
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oG 0G
<ag B an> (€& E,m) =0, €20, (E1,m) €Q, at & # &1, 0 # mis (33)
oG 0G
<6§+an> (—n,m5€1,m) = 0, 7 < 0, (€1,m) € X, (34)

and on the above characteristic lines, the following conditions must be met: the values of the
derivatives of the Green function in directions parallel to these characteristics must coincide
in adjacent regions; i.e.,

aG(gl + 07 3 617 771)

+ A(§17 U)G(fl + 07 Uk 617 771)

on
_9G(& 37,777; um) A&, m)G(E — 0,m;61,m), at 1 % m; (35)
aa(g,m;fo;&,m) + B(E,m)G(Em + 0;€1,m)
_ 8G(£,ma—€0; €1,m1) + B(&,m)G(E,m — 0;&1,m1), at € £ & (36)
9G (&, _&az 0:60m) | B _e\Gle, —€1 +0:60,m)
_ G, —&a ; O€1m) | B, —e)GE, —€ — 060,m): (37)
G(€1,—€1 — 0;&1,m1) = 2G (&1, —&1 + 0; €1, m); (38)

and the ”corner condition”

G(& —0,m —0;&,m) — G(& + 0,1 — 05&1,m1)

+G (&1 +0,m +05&1,m) — G(§&1 — 0,m +0;61,m) = 1. (39)

must be satisfied as the regions meet at (£,1) = (§1,m1).

5 Existence and uniqueness of the Green’s function of the problem (4)-(6).

Theorem 1. The function G(&,1;&1,m1) that satisfies the conditions (31)-(19) exists and is
unique.
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A N
Q
gl | _((\ _ 5 51 | - _ QS
A
4 Q, 7 Q
771__4(4 Q, —771__((4 Q, 6
Q| Qf Q| @4 q
3 > 3 >
LR -
Sé\ Q, g Sé% Q,
\9 Ny
—abk —7 —a — 2N
Qq Q,
Ba) 1,>0 (3b) 17,<0

Figure 1: (3a) - splitting the domain €2, when 7, > 0; (3b) - splitting the domain 2, when
m < 0.
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Proof. To show that a function G(&,n;&1,m1) which satisfies the conditions (31)-(39) exists
and unique, we divide the domain (2 into several subdomains (see Figure (1)) and consider the
following problems sequentially. Let (£1,7;1) be an arbitrary point of the domain 2. Consider
the case of 1 > 0, the case of 71 < 0 is considered similarly.

In the domain Q; = {(&,7) : 0 < & <m,—& < n < &} we consider the problem

LG =0, (&) € Qu; (40)
oG 0G
< ag 877) (6757517771) 07 6 e 07 (42)
oG 0G
) (= : = <0.
The problem (40)-(43) is a Cauchy-Neumann problem and has a unique solution
G(&m&m) =0, (§n) € . (44)

In the domain Qo = {(&,71) : 1 < & < &,m < n <&} let us consider the problem

LG =0, (§,m) € Q; (45)
0G 0G
<(95_8n> (&,&&,m)=0,£>0. (47)

The problem (45)-(47) is a Cauchy problem and has a unique solution

G 1,m) =0, (&) € Q. (48)

Therefore from (36), (44), (48) in the domain Q3 = {(£,n) : ) < & < &,—m <n < m},
we get the problem

LG =0, (§n) € Q35 (49)
G(m,m;61,m) =0, —m < n < m; (50)
0G(Em — 0 &1,m) +B(&m)-GEm —0;61,m) =0, g <& <& (51)

23
Integrating (51) by & we have

3
G(&,m —0;&1,m1) = exp <—/ B(tanl)dt> C1(&1,m), m <& <& (52)

m
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Substituting £ = n; — 0 in (52), using condition (32) we have that C1(&1,7m1) = 0 and

G(Em —0:&,m) =0, m << &. (53)

Therefore, the problem (49)-(51) is equivalent to the problem (49), (50), (53), which is a
Goursat problem and has a unique solution

G(&n;61,m) =0, (§,n) € Qs. (54)

Since Green’s function is continuous at n = —mny, then from (54) in the domain 4 =
{(&m) :m < &< &,—€ <n< —m} we get the problem

L(E,U)G = 07 (‘gan) € Q4; (55)

oG  0G
<8§ + 577) (=n,m561,m) = 0, n < 0; (56)
G —m;&,m) =0, m << & (57)

This problem (55)-(57) is a Darboux problem and has a unique solution

G(fﬂﬁflﬂ?l) = 07 (5777) € Q4' (58)

In the domain Q5 = {(&,7n) : & < &,n > &1} our problem is the Cauchy problem

LenG =0, (&n) € Qs; (59)
G(f? fv {17 771) = 07 g > 07 (60)
0G 0G
(5 -%) caam-oez0 (61)
which has a unique solution
G(&m;&,m) =0, (§,1) € Qs. (62)

Therefore from (35), (48), (62) in the domain Qg = {(£,7n) : & < &,m < n < &} we have
the next problem

LG =0, (§n) € Qe; (63)
G(&,¢156,m) =0, £ > & (64)
OG(EL + 0, mi&m) A&, G(E +0,m&,m) =0, m <n < &. (65)

on
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Integrating (65) by n we get

G(&1 +0,m;81,m) = exp < /?7 A(&,t)dt) Ca(&1,m), m <n < &1 (66)

m
Substituting n = &; + 0 in (66), using condition (32) we have that C2(&1,71) = 0 and
G(&+0,m:81,m) =0, m <n <& (67)

Therefore, the problem (63)-(65) is equivalent to the problem (63), (64), (67), which is a
Goursat problem and has a unique solution

G(&m;€1,m) =0, (§,n) € Q. (68)

From (35), (36), (38), (54), (58), (68) in the domain Q7 ={({,n): & <& =& <n<m}
we have the problem

LG =0, (&n) € Qr; (69)

8G(§1 +§;7n7§17771) + A(€17n>G(€1 + 0; Uk 517771) = 07 _51 < n < m. (70)
8G(§,ma—§o; 1) + B(§,m)G(E,m —0:&,m) =0, & <& (71)
G(gl + 07771 - 0;5177]1) = -1 (72)

The problem (69)-(72) is a Goursat problem and it has a unique solution, and it is easy to
see that its solution coincides with the Riemann-Green function, that is,

G(&n&,m) = —R(En;&,m), (€,n) € Q7. (73)

Therefore from (73) in the domain Qg = {({,n) : & < &, —& < n < =&} we get the
problem

L(&n)G = 07 (5777) € 98; (74)
oG  0G
<8§ + 577) (=n,m;61,m) =0, n < 0; (75)
dG (¢, _&ag 0:&,m) B(&,—&)G(E, —& — 0;€1,m1)
__OR(, —8‘561551,771) — B(&,—ED)R(E,—& — 0:61,m), & < . (76)

Let us rewrite condition (76) in the following form

[fg (G(& 61— 0361, m1) exp ( / 5 B(t, —sndt)ﬂ exp ( /g " B0 —&)dt)
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~ [ (-ree—gsamen (| 5 Bt~ ) )| exo ( ;1 Bt-&it). (1

Integrating (77) by £ we get

&1
G(&, =& —0;8,m) = —R(§, —&1;6,m) + C(&1,m1) exp </£ B(t, —fl)dt> . (78)

Using condition (38) we have that

C(&1,m) = —R(&, —&1361,m) = exp ( 7: A(fl,t)dt> . (79)

Substituting (79) in (78) and using condition (16) we have

(&, €1 — 0:61,m1) = —R(E, —E03 €0.1m1) —exp< g " B, —§1>dt), e>e. (30)

The problem (74), (75), (80) is a Darboux problem and has a unique solution.
Thus, we have shown that for any (£1,71) € Q and (£,n) € Q the Green’s function that
satisfies the conditions (31)-(39) exists and unique. The theorem is proved. O

Corollary 2. In the course of proving the existence of the Green’s function, we obtained that
G(&,m;€1,m) = 0 in the domains Q, Qa, Q3, U, Qs, Q. That is, G(§,n;§1,m) = 0 for
& > ¢

6 Construction of the Green’s function of the problem (4)-(6).

As can be seen from the proof of Theorem 6.1, the Green’s function G(&,n;&1,71) = 0 in
the domains Q7, Qo, Q3, Q4, Q5, Q6. And in the domain 7 it coincides with the Riemann
function (73).

Let us find a representation of the Green’s function in the domain €2g. To construct
the Green’s functions, we assume that the coefficients of equation (80) satisfy the symmetry
conditions of (16).

Let (£1,7m1) be an arbitrary point of the domain . In order to construct the Green
function in the domain (g, consider the problem:

0%G oG oG B
aga:; +AE ) e + B(é‘,n)a—n1 L OE G =0, (€,7) € O, (81)

23

where Qs = Qs UQg, Q5 = {(&,1) : & < & < —€}.

-m

G(&,—&1 —0;61,m) = —R(§, —&1561,m) — exp < . B(t, —fl)dt) , &1 <& (82)
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G(& +0,m;61,m) = —R(—=n, —&1;&1,m) — exp (
n

G1(&1, =& — 0;61,m) = —2R(§1, —&1;61,m)- (84)

The problem (81)-(84) is a Goursat problem. Its solution exists and unique. We are interested
in the representation of the function G1(&,n;&1,m).

" B, —&)dt) n<—G: (83)

Lemma 2. If the function G1(§,n;&1,m) is the solution to the problem (81)-(84), then for
any (§,n) € Qs we have G1(§,n;&1,m) = Gi(=n, =& &1,m)-

Proof. To show that the function G1(—n, —&; &1, m1) satisfies the equation (81), in (82) replace
£ =—m, n=—E, (—m, &) € Qg and after using the conditions (12)-(14), we get that
G1(—n, —&; &1, m) satisfies the equation (81).

Also doing the substitution of & = —n9, 72 < —&; in (81) and using the conditions (12),
(13) we get the condition (83). Similarly, by replacing —n = &, n < —¢; in (83) and using
the conditions (12), (13) we get the condition (82).

Thus, we have shown that the function —G1(—n, —§;&1,m1) is also a solution to the prob-
lem (81)-(84). Since the solution to problem (81)-(84) is unique, then

Gl(fﬂ%flv”l) = Gl(_777 _5;517771)7 (5777) € ﬁ8-

L]
Solution of the problem (81)-(84) we search in the following form
Gi(&m;&,m) = g(&mi&m) — R(Emi&,m), (§m) € s,
Then we get the following problem
TL G AG R+ BlEmE 4 Clemg =0, (61) < O (89
9(&, —&i:&,m) + R(E —&i:61,m) =0, & <& (86)
91 m;&1,m) + R(—=n, —&i361,m) = 0, n < =& (87)
Tt is easy to see that the solution to the problem (85)-(87) has the form
9(&.m:6,m) = —R(=n, =& &,m), (6:1) € Os. (88)
Then from (88) we get
G1(&mi6,m) = —R(=n, =& &,m) — R(Emi&,m), (€,m) € s, (89)

Thus the next theorem is proved.
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Theorem 2. The Green’s function of the equation (28)-(30) exists and unique. Representa-
tion of the solution of the first initial boundary value problem (28)-(30) in integral form with
Green’s function

G(ﬁﬂ];flﬂ?l) = 07 Zf (5»77) € Q1792,93a94ag5796;

G(&n;61,m) = —R(Em;:6,m), if (§,m) € Qr;
G(fﬂ% 517771) = _R(_na _53617771) - R(fan; 517771)7 lf (57”) € QB-

It is well known that for self-adjoint problems (for example, for elliptic equation), the
Green function is symmetric with respect to external and internal variables. In our case, for
the Green’s function of the hyperbolic first initial-boundary value problem, this is not the
case.

Lemma 3. Let (§,1) be an arbitrary point of the domain 2. By internal variables (&1,m1)
the Green’s function of the problem (28)-(30) has the following properties:

Lie, )G (& m:61,m) =0, (§,m) €Q, at & # & m #n, & # —n; (90)
oG  0G
<8§1 + 3771) (& m: &1, —61)
—(A(&1, =&) + B(&1,=61))G(E,m: 61, =61) =0, & < —n; (91)
(&néil ) A )G (€€~ 0m) = 0, at A (92)
oG ;
SN0 BesnGlE e n+0) =0 at 6 £ & (93)
OG (&, m; —n —
(&n,ag hm) B(—n,m) G(&mn;—n—0,m)
= (fjn,angO,m) = B(=n,m)G(&,m; =0+ 0,m); (94)
+GEn €+ 0, +0) = GEn € - 0,n+0) =1, (95)

Proof. Properties (90)-(95) are easy to get out of the construction of the Green’s function
of problem (28)-(30). Under these conditions (90)-(95) it is possible to uniquely restore the
Green’s function of problem (28)-(30). O
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m

O
I
e

A(n,n) C(,n)

>

Figure 2: The domain ), when n < 0.

Using properties (90)-(95) we can use it to write the integral representation of the solution
to problem (28)-(30). To do this, we consider the following integral

/ G (& n; &, m) F (&1, m)d€ardm
Qen)

ou ou
A—+B— .
/ Gs,n&,m(ag o T Age am+CU>d€1dm (96)

Applying Green’s theorem in a plane [12] and using the initial conditions (29), properties
of Green’s function (90)-(95), from (96) we get the following representation of the solution
to problem (28)-(30) in the domain ), at n > 0 (see Figure (2))

U(Em) = 5 GEmnmTi(n) — 5GE mE OTA(E)

_2/é (8G (&,m;&1,&) +2(A - B)(&,6)G (577%51761)) Ty (&1)d&

;/ G(&,m; &1, &) M1 (&1)dé +//(§n> (& m5 &m0 ) F (&1, m)dErdn. (97)

Also, at n < 0 applying Green’s theorem in a plane [12] and using the initial conditions
(29), boundary condition (30), properties of Green’s function (89)-(94), from (95) we get the
following representation of the solution to problem (28)-(30) in the domain ¢, (see Figure

(3))
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771A
B(&,€)
L
//{(4\ |
«(\\
|, ﬂl*l‘
| I e
|
4(0,0) = B
| 51
2 |
S
|
nl _ n=n
D(-n,n)  C(&,n)

Figure 3: The domain ), when n < 0.
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U,n) = —%(G(é, n;—n —0,—n—0) — G(&n;—n +0,—n + 0))Ti(—n)
1 1 [
—iG(&U;&f)Tl(f) + 2/ G(&,m; 61, —&)P(—&1)dé
0
¢
#5 [ (Gaemans) + 204 - B &)G(E men &) ) Tilede

3
—;/ G(€7U;§1,§1)M1(§1)d51+/ G (& m;€1,m) F(§1,m)dEr (98)
0

Qen)

It is easy to see that (97), (98) are solutions to problem (28)-(30). Substituting
U(&,n),v(n), n(&) for (28) we get a solution to problem (4)-(6).
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Hepbicanst B.O., Cagpibexos M.A. IINPEK 2KASBIKTBIKTAT'BI 'MITEPBOJIAJIBIK
TEHJEY YIIIH KOIIN-HEMMAH ECEBIHIH, 'PUH ®YHKIMNACHI

[Tupexk 2xKka3bIKTHIKTAFBI TUIIEPOOJTAIBIK TeH ey yinia Komu-Heiiman ecebinnn ['pun dynk-
[IHSACBIHBIH, aHbIKTaMachl Oepinai. OHbIH 6ap eKeHIIr >KoHe KaJIFbI3/bIbl J1oJe/aeHai. [ pun
GYHKIUAHBIH, aHbIKTaMackl O0epinai. ['pun dbyakiusacer Puman-I'pun GyHKIUICH apKbLIbI
Gepiseriai KepceTiimi.

Kinrrix cesnep. I'uniepbonaibik TeH/IEY, eKiHI OAaCTAIIKbI IITeKapaJiblK, ecell, MeKaPaJIbIK
mapT, ['pua QyHKIUICH.

Hepbucansr B.O., Campibekor M.A. O OYHKIMNW T'PUHA 3AJAYU KOIIU-
HEIIMAHA J1JIs1 TUIIEPBOJIMYECKOI'O YPABHEHUYA B YETBEPTU ITJIOCKO-
CTHnu

Hano ompenesienne yukiuu ['puna 3agaun Komu-Heiimana 1151 runiepboImaeckoro ypas-
HEHUsI B YETBEPTHU IJIOCKOCTHU. /[oKa3aHbl ee CyIeCTBOBAaHNE U €MHCTBEHHOCTH. JlaHo mpej-
crasjienue ¢yuknun ['puna. [lokazano, aro ¢pyuknus ['puna MOXKeT OBITH IIPEJICTABIIEHA YEPE3
dyukuo Pumana-I"puna.

Kimrouesbre ciioBa. ['unepbosmdeckoe ypaBHeHHe, BTOpast HaYaJIbHO-KpaeBas 3ajiava, rpa-
HUYHOE ycjioBue, pyukius ['puna.
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